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Introduction

Md. Rabiul Islam

Abstract Energy and environment are two foremost areas of global crisis. The
world’s energy demand is growing remarkably which is not only diminishing the
reserve of fossil fuels, but also affecting the environment. In 2014, the global
primary energy consumption was 12,928.4 million tons of oil equivalent (MTOE)
which generates about 10,000 million tons of carbon during the burning of fossil
fuels. It is more and more broadly recognized that renewable energy, especially
solar energy, can offer effective solutions to these gigantic challenges. Now,
renewable energy contributes around 3 % of the world’s energy needs. By the end
of 2014, a total of 187.24 GW solar photovoltaic (PV) power capacity had been
installed in the world. The annual installation of new PV systems rose from
47.60 GW in 2014 to 58.10 GW in 2015, and in 2010, it was only 17.06 GW. Up
to 2014, about 1600 installations worldwide were PV power plants larger than
4 MW. Of which 60 plants in Spain and 50 in Germany generating an output of
more than 10 MW. A 10 MW solar PV power plant may save about 15,000 tons of
CO2 emissions per annum. In order to push this emerging technology, more
research is needed. The book provides a consistent compilation of fundamental
theories, a compendium of current research and development activities in the field
of solar PV technologies. In this chapter, the development of solar PV technologies
is presented in the Preface section. This introductory chapter also presents the
objectives and the organization of the whole book.
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1 Preface

The world’s energy demand is growing remarkably due to the strong growth of
population and economy in the developing countries [1–3]. Figure 1 shows the
world population with projections to 2050 [4]. Almost a constant growth rate has
been observed during 1950–2015 and predicted same growth rate until 2050. The
increasing energy demand is not only diminishing the reserve of fossil fuels, but
also affecting the environment. Carbon dioxide (CO2) gas is generated from burning
of fossil fuels, which significantly contributes to the increase of average global
temperatures, i.e., global warming. Figure 2 shows the global CO2 emission form
fossil fuel burning and average global temperature [4, 5]. Scientists worldwide are
now seeking solutions to these two enormous challenges (energy and environment)
from renewable energy sources, which are richly available in almost every country.
Many countries have set targets for renewable power generation resulting in much
higher average annual growth rates of renewable power generation than those of
conventional power generation in recent years [6–8]. Over the decades, a good

Fig. 1 World population in billion with projections to 2050

Fig. 2 Global CO2 emissions from fossil fuel burning and average global temperature
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number of countries have implemented specific policies and incentives to support
the development of solar PV program, which has led to a rapid increase in the total
installed capacity. Solar photovoltaic (PV) represents the highest growth rate due to
its abundant source and technological development of PV cells, e.g., fast reduction
of PV module cost. Figure 3 shows the world annual growth of energy use by
source [4]. The cost of solar PV panels has declined 99 % over the last four
decades. Average module cost was USD 74/W in 1972 and reduced to less than
USD 0.70/W by 2014. In 2012, Chinese made thin-film (TF) PV modules with an
average module cost of USD 0.75/W. It is forecasted that more than 40 % reduction
of PV module cost is likely to occur by 2020. In 2012, the cost of small PV systems
in Germany was just USD 2200/kW. In 2012, the European PV Industry
Association (EPIA) also forecasted that small-scale rooftop PV system and
large-scale PV projects cost could decline to between USD 1750–2400/kW and
USD 1300–1900/kW, respectively, by 2020 [9]. Due to the fast reduction of
module cost as well as the reduction of difference between the cost of renewable
power generation and the cost of conventional power generation, the installation of
solar PV systems has been gaining interest specially in the energy starved countries
in the world. The EPIA projected that PV power may contribute up to 4.9–9.1 and
17–21 % of the global electricity generation by 2030 and 2050, respectively.
Currently, there are over 1000 vendors worldwide have been producing PV cells
and modules, most of them are in the US, Japan, Europe, and China.

At present in Bangladesh, the cost of diesel-based electric power generation is
about BDTk 15.80/kWh [10]. The PV is now becoming competitive with power
generated from diesel-based systems. The solar home system (SHS) of Bangladesh
is one of the fastest growing solar PV power promotion program in the world. In
average 2000 SHSs are installing every day in Bangladesh. Beside a number of

Fig. 3 World annual growth of energy use by source (2008–2013)
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developed countries many developing countries have also set their target to gen-
erate electricity from renewable sources. The developing country, Bangladesh has
set a target to generate 10 % of their total electricity from renewable energy sources
by 2020, which is in terms of capacity of 2000 MW.

The first 1 MWp PV power station was installed in 1982 at California by Arco
Solar. In 1984, a 5.2 MWp PV power plant was installed in Carrizo Plain. Since
then, multimegawatt PV power plants have attracted great attention and now power
plants of more than 500 MWp in capacity have thereby become a reality. As of
2015, the Charanka Solar Park, Gujarat is one of the world’s largest operating PV
power plant and having a capacity of 600 MWp. Italy, Germany, China, the US,
France, and Japan are the leading countries in terms of installation of PV modules
and systems. Up to 2014, about 1600 installations worldwide with a combined
capacity of 22,500 MWAC were PV power plants larger than 4 MW. Of these
plants, several hundred plants have been installed in Germany and Spain, each plant
generating an output of more than 1 MWp. Of which 60 plants in Spain and 50 in
Germany generating an output of more than 10 MWp. Figure 4 shows the world
cumulative and annual solar photovoltaic installations [4]. The number of PV
power plants will continue to rise. Several hundred PV power plants will be
installed within the next few years. Future PV power plants will have higher power
capacity. Indeed, some of them will exceed 1000 MW. More than 90 % of the
installed capacity consists of grid-connected systems.

The module efficiency is one of the important factor in selecting solar PV tech-
nology for installation. Crystalline silicon (c-Si) and the thin-film (TF) technologies
dominate the global PV market. There are three types of c-Si-based solar PV
technology, i.e., monocrystalline silicon (mono-c-Si), multicrystalline silicone
(multi-c-Si), and ribbon-sheet grown silicon. Currently, crystalline silicon PV

Fig. 4 World cumulative and annual solar photovoltaic installations

4 M.R. Islam



technology dominates about 85 % of the PV market share. Although, TF solar PV is
cheaper than c-Si-based solar PV, but TF solar PV is significantly less efficient and
requires more surface area for the same power output. The TF solar PV technology
can also be divided into four basic types, i.e., amorphous silicon (a-Si), amorphous
and micromorph silicon multi-junction (a-Si/μc-Si), copper-indium-[gallium]-[di]-
sulfide (CI[G]S), and cadmium telluride (CdTe). Crystalline silicon (c-Si) cells have
reached a record efficiency of around 25 %. The highest efficiency of commercial
modules recorded at 20 % with a lifetime of about 25 years. Maximum 12 % effi-
ciency recorded for commercial TF modules. It is predicted that the maximum
efficiency of c-Si-based and TF-based commercial modules will increase to 23 and
16 % by 2020. Performance of commercial PV technologies is tabulated in Table 1
[9].

Since multimegawatt PV power plants require large areas of land, they are usually
installed in remote areas, far from cities. For example, the 10 MW grid-connected
solar PV power plant in Ramagundam, India, occupied over 50 acres of land [11].
Ramagundam’s plant installed about 44,448 PVmodules with a total of 1852 strings.
For power transmission, a medium voltage network is commonly used. A 33 kV
transmission grid is used to transfer power from Ramagundam plant to utility grid.
Figure 5 shows the architectural layout of 10 MW solar PV power plant in
Ramagundam, India [11]. However, the intermittent nature of solar energy source, in
terms of the output voltage and power, is a major challenging issue for grid
integration.

On the other hand, when PV arrays are used to harvest solar energy, high cost
and low energy conversion efficiency are two important factors that could limit the
implementation of PV power plants. In PV systems, the PV array represents about
30–50 % of the total cost of the system, and the remaining costs include the
installation, the energy storage, balance of system, control circuit, and the power
electronic components. The battery storage corresponds to about 20–30 % of the
system cost. The inverters and maximum power point tracker (MPPT) contribute to
only 7 % of the total system cost. Due to the low conversion efficiency and high
cost of solar array, it is very desirable to operate the PV panel at the maximum

Table 1 Performance of commercial solar PV technologies

PV technology Module
effic. (%)

Record lab
effic. (%)

Record commercial
effic. (%)

Area/kW
(m2/kW)

Lifetime
(Years)

c-Si Mono-c-Si 13–19 24.7 22 7 25

Multi-c-Si 11–15 – 20.3 8 25

TF a-Si 4–8 10.4 7.1 15 25

a-Si/μc-Si 7–9 13.2 10 12 25

CI[G]S 7–12 20.3 12.1 10 25

CdTe 10–11 16.5 11.2 10 25
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power point (MPP). ASEA Brown Boveri (ABB) and Siemens are the leading
manufacturers of PV inverters. Most of the inverters convert the DC power gen-
erated by PV arrays into single or 3-phase AC power with a voltage rating of 300–
400 V [12]. The power converter topology, system stability, and control of
grid-connected PV power plants have attracted considerable interest in recent years,
as the existing technologies are not suitable for large-scale PV power plants yet. In
the last two decades, extensive research has been carried out in proposing new
inverter topologies, e.g., inverters with or without high-frequency transformers,
with common DC or magnetic links, and with multilevel concepts [7, 13–15].
Beside the development of inverter topologies, considerable research efforts have
also been directed toward the progress of MPPT algorithms, e.g., particle swarm
optimisation, line search, chaos search, and simulated annealing. Recently, pumped
hydro and compressed air energy storages other than traditional batteries have been
developed specially for utility-scale energy storage systems. At the end of lifetime,
the recycling of PV modules is necessary for environmental and economic pur-
poses. It is estimated that about 800 metric tons of waste will be produced from
10 MW PV modules. A solar module is full of numerous encapsulating plastic
materials, such as ethylene vinyl acetate and polyvinyl fluoride. Research is needed
to push these technologies to solve two enormous challenges, i.e., energy and
environment by replacing conventional power plants with solar PV power plants.

Fig. 5 Layout of 10 MW solar PV power plant in Ramagundam, India
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2 Major Objectives of the Book

The main objective of the book is to present the design and implementation process
of large-scale solar PV power plants. The chapters are prepared and arranged in
such a way that the book provides a consistent compilation of fundamental theories,
a compendium of current research and development activities as well as new
directions to overcome some critical limitations of the existing grid integration
technologies. It is expected that the contents of this book will have great useful for
future renewable power plants and smart grid applications.

3 Organization of the Book

For grid integration of PV system, either compact high-frequency transformer or
bulky low frequency transformer is employed in the dc- or ac-side of the PV
inverter, respectively, to step up the low output voltage of the PV modules to the
grid voltage. Galvanic isolation is provided and the safety is assured with the use of
transformer. Because of the high cost and significant loss of the transformer, the PV
inverter becomes expensive and poor efficient. To mitigate these problems, the
transformer is removed from the PV inverter. The transformerless PV inverter is
smaller, cheaper, and higher in efficiency. Various transformerless PV inverter
topologies, with different circuit configuration and modulation techniques, have
been developed recently. The operating principle and the converter structure are
evaluated in Chap. 2. It is expected that the transformerless PV inverter would have
great potential for future renewable generation and smart micro grid applications.

Tracking the maximum power of the PV arrays at real time is very important to
increase the whole system performance. In the past decades, there are a large
number of maximum power point tracking (MPPT) methods have been proposed
for PV system, such as constant-voltage tracing method (CVT), perturbation, and
observation method (P&O), incremental conductance method (INC), curve fitting
method, look-up table method, and so on. Actually, these conventional methods can
track the MPP. But these methods have some drawbacks, like oscillation, miscal-
culation, poor accuracy, unimodal P–U curves only. To overcome the limitation of
these methods, some advanced MPPT methods are introduced in Chap. 3. In
Chap. 4, the criteria for assessing the performance of MPPT methods are defined
followed by a complete description and discussion of both techniques designed for
uniform environmental conditions and those designed for nonuniform environ-
mental conditions.

Most of the conventional MPPT algorithms are incapable to detect global peak
power point with the presence of several local peaks. A hybrid particle swarm
optimization and artificial neural network (PSO-ANN) algorithm is proposed in
Chap. 5 to detect the global peak power. The performance of the proposed algo-
rithm is compared with that of the standard PSO algorithm. The proposed algorithm
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is tested and verified by hardware experiment. The simulation and the experimental
results are compared and discussed in the Chapter.

Accuracy in prediction of global horizontal irradiance is vitally important for
photovoltaic energy prediction, its installation and pre-sizing studies. A change in
the solar radiation directly impacts the electricity production and in turn, the plant
economics. Hence employing a model possessing improved prediction accuracy
significantly affects the photovoltaic energy prediction. Furthermore, monthly mean
data is required for prediction of long term performance of solar photovoltaic
systems making the same to be concentrated for the present contribution. The
available models for prediction of irradiance and energy unlike physical and sta-
tistical models depend on input parameters whose availability, assumption, and
determination is difficult. This finally creates complexity in predicting the desired
response. Hence empirical models are chosen preferable over physical and statis-
tical based models. Empirical models correlate only the available input atmospheric
parameters affecting solar irradiance and energy, thereby reducing the complexity
experienced by physical and statistical model. Yet, the reliability or accuracy of
model varies with location. The reliability of an empirical model depends on the
incorporation of input’s and data set (training set) for its formulation. Thus, the
consideration of significant input factors lies to be a persistently prevailing chal-
lenge driving the need for an improved prediction model delivering irradiance and
energy. In Chap. 6, an empirical model is proposed for prediction of irradiance and
energy. The incorporated input factors for the formulation of energy prediction
model is emphasized by performance and energy analysis of solar photovoltaic
systems. The proposed model hence combines the thermal and electrical aspects of
photovoltaic systems gaining reliability and limiting the dependence toward real
time measured input factors.

Chapter 7 reviews the recent trend and development of control techniques for
islanding mode particularly for PV grid-connected systems. The fundamental
concept and theory of operation of popularity used anti-islanding detection methods
are described. In addition, the advantages and disadvantages of each control method
have been highlighted. The operation characteristics and system parameters of each
detection techniques are analyzed and discussed. Moreover, the comparison of
islanding detection method based on various characteristics has been detailed. It can
be concluded that anti-islanding detection methods are greatly governed by the
nature of system application as well as the scale of the system. Finally, this chapter
also explains construction of the simulation of the PV grid-connected anti-islanding
detection method in MATLAB/Simulink simulation software.

Unlike conventional generating units, PV plants do not have inertias. Therefore,
the increasing penetration of PV may impact a system’s oscillations negatively as
PV units add additional dynamics to power system. Therefore, it is essential to
analyze a system’s behavior before replacing conventional generators by large-scale
solar PV units. Chapter 8 analyzes the impacts of increasing penetration of PV units
on power systems. The effect of control mode of PV generator on the system’s
stability is investigated. Both static and dynamic stability analysis methods are
conducted to find out the critical issues. The simulation results effectively identify
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the impact of high PV penetration on the stability of the studied system which show
that voltage control mode of PV generator can improve the performance of a
system. However, high penetration of PV can interact negatively with the system in
certain cases.

The major disadvantage for use of solar technology is its intermittent and
unpredictable nature. This influence the power quality and consistency of the power
grid, particularly at large-scale solar energy systems. The variation of sun light may
lead to overproduction of electricity at one time and lack of production at another
time. The variable nature of solar power causes significant challenges for the
electric grid operators. To smooth out the intermittency of solar energy production,
electrical energy storage technology will become necessary. In order to increase the
solar energy penetration with appropriate reliability, Chap. 9 presents a range of
energy storage systems that could technically and economically be used in asso-
ciation with solar photovoltaic energy.

Superconducting magnetic energy storage (SMES) technology has been pro-
gressed actively recently. To represent the state of art SMES research for appli-
cations, Chap. 10 presents the system modeling, performance evaluation, and
application prospect of emerging SMES techniques in modern power system and
future smart grid integrated with photovoltaic power plants. A novel circuit-field-
superconductor coupled SMES energy exchange model is built and verified to
bridge the applied superconductivity field to the electrical engineering and power
system fields. As an emerging SMES application case to suit photovoltaic power
plants, a novel low voltage rated DC power system integrated with superconducting
cable and SMES techniques is introduced and verified to implement both the
high-performance fault current limitation and transient power buffering functions.
Four principal SMES application schemes of a sole SMES system, a hybrid energy
storage system (HESS) consisting of small-scale SMES and other commercial
energy storage systems, a distributed SMES (DSMES) system, and a distributed
HESS (DHESS) are proposed and compared for achieving efficient and economical
power management applications in future photovoltaic power plants.

Although solar energy is a green energy, it can produce a significant amount of
waste. Some types of solar cells use rare elements or precious metals as the com-
ponent material. Therefore, the recycling of PV modules is necessary for envi-
ronmental and economic purposes. The recycling process for PV modules includes
chemical and physical treatment methods, which have been successfully used in
other recycling industries, such as electronics or hardware recycling. The use of
these mature technologies can decompose and recycle PV module materials. There
are still some differences between PV module recycling and electronic recycling.
A solar cell module contains several encapsulating plastic materials, such as
ethylene vinyl acetate and polyvinyl fluoride. In recycling programs, removing the
plastic materials is the first step. In Chap. 11, several types of recycling processes
are introduced, which correspond to different types of PV modules. These methods
have been validated and successfully implemented in PV module recycling plants.
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4 Summary

According to International Energy Agency about 17 % of the global population did
not have access to electricity in 2013. Every government has a vision to provide
electricity to all of their citizens. Due to the geographical conditions, e.g., remote
areas which are far away from existing grid line and sometime isolated from main
land, it is very difficult to fulfill the vision in near future by grid power only. In this
regard, renewable energy resource-based off grid electrification program could be a
possible solution for remote areas. Solar energy is richly available in almost every
country and now it is proven and well accepted all over the world. Solar energy
technology is environment friendly and price of the solar module is decreasing day
by day. Scientists worldwide are now trying to enhance the solar PV technology to
mitigate the growing energy demands through solar PV power plants instated of
conventional power plants. The book provides a consistent compilation of funda-
mental theories, a compendium of current research and development activities as
well as new directions to overcome some critical limitations of the solar PV
technologies for future solar PV power plants.
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Photovoltaic Inverter Topologies for Grid
Integration Applications

Tan Kheng Suan Freddy and Nasrudin Abd Rahim

Abstract For grid integration photovoltaic (PV) system, either compact
high-frequency transformer or bulky low-frequency transformer is employed in the
DC- or AC side of the PV inverter, respectively, to step up the low output voltage of
the PV modules to the grid voltage. Galvanic isolation is provided and the safety is
assured with the use of transformer. Because of the high cost and high loss of the
transformer, the PV inverter becomes expensive and low efficient. To mitigate these
problems, the transformer is removed from the PV inverter. The transformerless PV
inverter is smaller, cheaper, and higher in efficiency. Various transformerless PV
inverter topologies, with different circuit configuration and modulation techniques,
have been developed recently. The operating principle and the converter structure are
evaluated in this chapter. It is expected that the transformerless PV inverter would
have great potential for future renewable generation and smart microgrid applications.

Keywords Photovoltaic (PV) inverters � Transformerless � Common-mode volt-
age (CMV) � Leakage current

1 Introduction

Photovoltaic (PV) energy has experienced remarkable growth in recent decades
owing to the renewable energy policy, feed-in-tariff and cost reduction of the PV
installation. According to the IEA-PVPS report, the cumulative capacity of installed
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PV reaches 177 GW by 2014, out of which the majority (*90 %) is
grid-connected system [1]. The increase demand of the PV installation, especially
grid-connected PV system, indicates that there is a need for in-depth research and
development.

Cost-effectiveness and efficiency are the most considered criteria for PV inverter
design. Therefore, the PV inverters must be designed with high efficiency at
minimum cost. Various types of PV inverters can be found in the market. For grid
integration application, there are generally two types of PV inverters, i.e., with
transformer and without transformer. The transformer used can be high-frequency
transformer on the DC side or low-frequency transformer on the AC side of the
inverter. In order to reduce the cost and to increase the efficiency, the recent
technology is to remove the transformer from the PV inverter. The transformerless
PV inverter becomes smaller, lighter, cheaper, and highly efficient [2–4].

Nevertheless, safety issue is the main concern of the transformerless PV inverter
due to high leakage current. Without galvanic isolation, a direct path can be formed
for the leakage current to flow from the PV arrays to the grid. When the PV arrays
are grounded, stray capacitance is created. The fluctuating potential, also known as
common-mode voltage (CMV), charges and discharges the stray capacitance which
generates high leakage current. In order to assure the safety operation of the
inverter, VDE 0126-1-1 [5] and IEC 60755 [6] standards recommend the use of a
residual current monitor unit (RCMU) to monitor the leakage current of the
transformerless PV inverter. According to the standards, the inverter must be dis-
connected within 0.3 s if the leakage current exceeds 300 mA. In addition to safety
concern, the leakage current will degrade the performance of the PV inverter owing
to the increased grid current ripples, losses, and electromagnetic interference (EMI).

In order to comply with the standards requirements, various transformerless PV
inverter topologies have been introduced, with leakage current minimized by the
means of galvanic isolation and CMV clamping methods. The galvanic isolation
can be achieved via DC-decoupling or AC-decoupling, for isolation on the DC- or
AC side of the PV inverter, respectively. Nonetheless, leakage current cannot be
simply eliminated by galvanic isolation and modulation techniques, due to the
presence of switches’ junction capacitances and resonant circuit effects. Hence,
CMV clamping method is employed in some topologies to completely eliminate the
leakage current [7].

The aim of this chapter is to provide an overview of the recent PV inverter
topologies. Several relevant transformerless PV inverters, with different converter
structures and modulation techniques, are evaluated. The operation principle of the
inverter topologies and leakage current reduction method are briefly investigated.
The chapter is organized as follows: Sect. 2 provides an overview of PV config-
uration for grid integration. Common-mode behavior of the PV inverter is analyzed
in Sect. 3. Section 4 describes the leakage current reduction method for trans-
formerless application. The transformerless PV inverter topologies, with the circuit
configuration and operating principle, are presented in Sect. 5. Finally, the chapter
is concluded in Sect. 6.
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2 Overview of PV Configuration for Grid Integration

Based on the state-of-the-art technology, the PV configuration can be classified into
four categories: module, string, multi-string and central, as indicated in Fig. 1 [8].
Each configuration comprises a combination of series or/and paralleled PV mod-
ules, converters (DC–DC converters or/and DC–AC inverters), depending on the
requirement of the system application.

2.1 Centralized Configuration

When a large number of PV modules are interfaced with a single three-phase
inverter as shown in Fig. 1d, this configuration is termed as central inverter. The PV
modules are connected into series (called strings) to achieve sufficiently high
voltage. These PV strings are then made parallel (called arrays) to reach high power
level. A blocking diode is connected in series with each PV string branch to avoid
reverse current. Central inverter is widely installed in large-scale PV plant. Because
of the centralized configuration (with single set of sensors, control platform, and
monitoring unit), the central inverter becomes cost-effective for large-scale appli-
cation. However, the simple configuration comes at a cost of high-level mismatch
loss between the PV modules owing to the utilization of a common maximum
power point tracking (MPPT) for the entire PV arrays. The power generation loss
becomes apparent during the inverter outages. The expansion of the power plant is
also difficult to be realized at centralized level.

The conventional central inverter topology is a two-level three-phase full-bridge
converter, as indicated in Fig. 2. It is called two-level because it can apply only two
voltage levels: the DC supply voltage and the reverse of that voltage. The two-level
inverter consists of DC-link capacitors, full-bridge inverter (6 IGBTs) and filters.
The central inverter is connected to medium voltage network via a transformer to
step up the voltage from LV (e.g., 400 V) to MV level (e.g., 11 kV). To meet
higher power requirement, the PV inverter industry, such as ABB PVS800 central
inverter [9], introduces a parallel connection directly to the AC side, enabling
power to be fed to the medium voltage network via a single transformer as illus-
trated in Fig. 3. This avoids the need of individual transformer for each central
inverter, reducing the cost and space. Nevertheless, in systems where the DC side
needs to be grounded, a separate transformer must be employed for galvanic
isolation.

The demand of higher power central inverter (MW range) has been continuously
increasing with the emerging large-scale PV plant. Although advanced semicon-
ductors with higher nominal voltage and current capability are available, they are
very relatively more expensive with high loss. On the other hand, the high-power
central inverter is made possible with multilevel configuration. Because of its
reduced voltage derivatives (dv/dt) and higher voltage operating capability, the
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multilevel converter becomes attractive for high power application. The multilevel
converter generates increased level at output phase voltage, which leads to higher
power quality and reduced switching loss. Nonetheless, the high power quality
requires higher complexity of circuit configuration and the corresponding control,
which leads to higher initial cost. The three-phase three-level neutral point clamped
(3L-NPC) converter and the T-type (3L-T) converter are two widely used converter
as shown in Fig. 4 [10]. The NPC and T-type converter modules have been
commercialized by several manufacturers such as Semikron, Infineon and Fuji [11].

2.2 Module Configuration

Module inverter is also known as micro-inverter. In contrast to centralized con-
figuration, each micro-inverter is attached to a single PV module, as shown in
Fig. 1a. Because of the “one PV module one inverter concept,” the mismatch loss
between the PV modules is completely eliminated, leading to higher energy yields.
With module configuration, expansion and installation become an easy task.
Micro-inverter certainly allows for a very high degree of flexibility, but it comes at
an expense of higher upfront costs and greater service requirements. A large
number of inverters are required for large-scale application. DC–DC converter is
usually included in micro-inverter to boost the low voltage of the PV module to
meet the grid requirement. High voltage amplification may shrink overall efficiency
and increase price per watt. Although micro-inverters are typically used in
low-power application, large-scale PV plant with micro-inverters is emerging. As
shown in Fig. 5, Enphase (ENPH) installed a 2 MW solar project at Ontario,
Canada’s Vine Fresh Produce, with 9000 Enphase® M215 micro-inverters [12].

Micro-inverters usually come with longer warranty up to 25 years, thanks to
their effort to extend the lifespan of the capacitors. The first approach is to eliminate
the use of electrolytic capacitors by Enecsys [13]. Enecsys 240 W micro-inverters
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Fig. 4 Three-level central inverter: a NPC, b T-Type
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are the first micro-inverters without electrolytic capacitors to achieve higher relia-
bility. The micro-inverter configuration is shown in Fig. 6, which includes a DC–
DC boost converter and a DC–AC inverter (universal converter). The DC–DC
converter is made up of a resonant H-bridge, a high-frequency (HF) transformer,
and a bridge rectifier. With buck, boost and buck–boost capability, the universal
converter can operate with a wide range of input voltage, improving the power
quality and the efficiency [10]. Without the use of electrolytic capacitors, the
inverter has an operating life expectancy of greater than 25 years, matching that of
solar PV modules. The second approach is the use of interleaved flyback converter.
The Enphase micro-inverter configuration is shown in Fig. 7 [14]. The flyback

Fig. 5 A photo of 2.3 MW micro-inverter solar project at Ontario, Canada’s Vine Fresh Produce
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Fig. 6 Commercial Enecsys micro-inverter
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converter is connected in parallel, and modulated with interleaved PWM.
Compared with the conventional flyback converter, interleaved topology requires
smaller filter capacitors and smaller HF transformer, which offers higher power
capability with greater life expectancy.

2.3 String Configuration

In string configuration, each inverter is attached to only one PV string, avoiding the
use of blocking diode as shown in Fig. 1b. String inverter combines the advantages
of simple structure central inverter and high-energy-yield micro-inverter. Higher
energy yield is achieved with MPPT operating at string level, thereby reducing the
mismatch loss between the PV modules as compared to centralized configuration.
Since the configuration is made up of one PV string per inverter, the string inverter
is usually designed for low power application, typically for residential rooftop
application.

In the past, U.S. regulations dictated that all electrical systems must be grounded.
For grounded PV system, galvanic isolation must be provided in order to avoid the
leakage current. Galvanic isolation can be provided via HF transformer on the DC
side or via LF transformer on the AC side as shown in Fig. 8 [15]. Besides iso-
lation, transformer steps up the input voltage, which provides a wide range of input
voltage. However, the transformer is bulky, heavy, and expensive. Even though
significant size and weight reduction can be achieved with HF transformer, the use
of transformer still reduces the efficiency of the entire PV system.

Since 2005, the National Electric Code update for allowing ungrounded system
opens a huge market for transformerless technology. There are numerous types of
string inverters available in the market, and only several will be covered here as
shown in Fig. 9. The simplest transformerless string inverter is the full-bridge
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Fig. 7 Commercial Enphase micro-inverter
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topology as shown in Fig. 9a. The full-bridge topology is modulated by bipolar
PWM in order to generate constant CMV, to eliminate the leakage current.
Nonetheless, the two-level bipolar PWM doubles the voltage stress and current
ripples across the filter inductors, reducing the efficiency of the PV system.

To achieve high efficiency, various inverter manufacturers have developed dif-
ferent circuit configuration with three-level unipolar PWM. The Sunway HERIC
topology (Fig. 9b) [16] and the SMA H5 topology (Fig. 9c) [17] introduce DC
decoupling and AC decoupling methods, respectively, to disconnect the PV string
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Fig. 8 String inverters with galvanic isolation: a with LF transformer, b with HF transformer
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Fig. 9 Two-level string inverters: a full-bridge, b HERIC, c H5, d H6
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from the grid. The former provides lower conduction loss due to reduced semi-
conductors in the conduction path. However, galvanic isolation alone cannot
completely eliminate the leakage current due to the influence of switches’ junction
capacitances and parasitic parameters. Therefore, CMV clamping method is pro-
posed in the H6 topology by Ingeteam [18] to completely eliminate the leakage
current as shown in Fig. 9c. Two clamping diodes are added in additional to the DC
decoupling switches to completely clamp the freewheeling path to half of the input
voltage, VDC/2.

The high-efficiency three-level inverter is also very suitable for transformerless
application. With the neutral of the grid connected to the midpoint of the DC link
capacitors as shown in Fig. 10, the high-frequency component of the CMV is
eliminated in Danfoss T-type and Conergy NPC converters [19]. Without
high-frequency CMV, leakage current is thoroughly eliminated. The low loss and
high power quality characteristics make the three-level converter very attractive for
large-scale applications. Despite the outstanding performances, the three-level
configuration requires double input voltage as compared to that of the two-level
inverter. As a result, DC–DC converter with high boost capability is required.
Structure and control of the converter become complex with additional cost.

2.4 Multi-string Configuration

The multi-string inverter is the combination of central and string configurations as
shown in Fig. 1d. Several PV strings with individual DC–DC converter (MPPT) are
connected to a common inverter. It is the mainstream inverter today. While

(a) (b)

Fig. 10 Three-level string inverters: a NPC, b T-type
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retaining the simple structure and cost-effective characteristic of the centralized
configuration, the multi-string inverter minimizes the mismatch loss between the
PV modules with each MPPT per PV string. Figure 11 shows a block diagram of
1.2 MW PV plant with single-phase transformerless multi-string SMA inverters
[20]. Although multi-string configuration requires larger amount of inverters with
higher investment cost, the ease of installation, commissioning, and maintenance
are pushing the market toward the use of multi-string inverters in large-scale PV
plants. Installing large central inverters requires advanced infrastructure for ship-
ping and installation. Multi-string inverters come on standard palettes, simplifying
and expediting shipping and other on-site logistics. With multi-string configuration,
the PV plant can be easily expanded, with additional PV strings and inverters added
to it without affecting the existing system structure.

Figure 12 presents the basic DC-DC converter structures for multi-string
inverter. HF-based converter as indicated in Fig. 12a, provides a wide range of
input voltage. It is suitable for applications in the countries where galvanic isolation
is priority. This type of converter suffers from complexity of control and relative
higher loss compared to boost converter shown in Fig. 12b. The boost converter is
simple in structure and in control. Besides boosting the input voltage, it operates the
MPPT. Multi-string inverter covers a wide range of topologies. All the discussed
topologies, ranging from two-level to multilevel configurations, have the potential
to be multi-string inverter. Both single- and three-phase inverters are available in
the market.

Fig. 11 Block diagram of a 1.2 MW PV plant with SMC 11000TL multi-string inverters
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3 Common-Mode Behavior

The transformerless technology offers high-efficiency PV inverter at reduced cost.
This explained why the PV inverter trend is moving toward transformerless
topology. In order to understand the fundamental principle of the transformerless
topology, the common-mode behavior will be analyzed here based on single-phase
system. The similar common-mode behavior analysis can be extended to
three-phase system, and thus the three-phase analysis will not be covered here.

When the transformer is removed from PV inverter, galvanic connection is
formed between the PV arrays and the grid. This galvanic connection creates a
leakage current path as shown in Fig. 12. When the CMV is produced by the
inverter topology with corresponding pulse width modulation (PWM), the CMV
charges and discharges the stray capacitance. As a result, leakage current is gen-
erated, flowing through the leakage current path between the PV arrays and the grid.
In order to design a suitable transformerless PV inverter topology with reduced
leakage current, the common-mode behavior must first be understood.
A common-mode model circuit is derived here and simplified stage by stage to
study the common-mode behavior of the transformerless PV inverter.

For transformerless inverter, a resonant circuit is formed as shown in Fig. 13.
This resonant circuit includes the parasitic capacitance (CPV), the filter inductors (L1
and L2), leakage current (IL). Here, the power converter is represented by a block
with four terminals to allow a general representation of various converter topolo-
gies. On the DC side, P and N are connected to the positive and negative terminal of
the DC link respectively; while on the AC side, terminals A and B are connected to
the single-phase grid via filter inductors [15].

From the view of point of grid, the power converter block as shown in Fig. 14
can be considered as voltage sources, generating into equivalent circuit which
consists of VAN and VBN. Obviously, the leakage current is a function of VAN, VBN,
grid voltage, L and CPV. Since the grid is a low-frequency voltage source (50 or
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Fig. 12 DC–DC converters for multi-string inverter: a HF transformer-based converter, b boost
converter
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60 Hz), the impact on the common-mode model will be ignored here. Therefore, a
simplified common-mode is obtained as shown in Fig. 15 by expressing voltages
VAN and VBN as the functions of VCM and VDM.

The CMV (VCM) and differential-mode voltage (VDM) can be defined as

VCM ¼ VAN þVBN

2
ð1Þ

C

CPV
N

L1

L2

grid

P

B

A

IL RG

Power 
Converter

Fig. 13 Resonant circuit for
single-phase transformerless
PV inverter
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VDM ¼ VAN � VBN ð2Þ

Rearranging (1) and (2), the output voltages can be expressed in terms of VCM

and VDM as

VAN ¼ VCM þ VDM

2
ð3Þ

VBN ¼ VCM � VDM

2
ð4Þ

Using (3) and (4) and considering only the common-mode components of the
circuit, a simplified common-mode model can be obtained as in Fig. 15. The
equivalent CMV (VECM) is defined as (5). Based on the derivation, the simplest
common-mode model circuit can be obtained as indicated as Fig. 16.

VECM ¼ VCM þ VDM

2
L2 � L1
L1 þ L2

ð5Þ

In order to avoid the influence of VDM, two identical (L1 = L2) must be used.
This also explains why the two filter inductors, i.e., one in line and the other in
neutral, are always used in transformerless PV inverter instead of one inductor.
Assuming identical inductors (L1 = L2) are used, the VECM is equal to VCM

VECM ¼ VCM ¼ VAN þVBN

2
ð6Þ

According to the common-mode model analysis, it can be concluded that the
leakage current is very much dependent of the CMV. If the CMV is varying at high
frequency, the CPV will be charged and discharged which leads to high leakage
current flowing in the current path. On the other hand, the leakage current will be
eliminated when the CMV is kept constant. Therefore, the converter structure and
the modulation technique must be designed to generate constant CMV in order to
eliminate the leakage current.
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4 Leakage Current Reduction Methods

4.1 Galvanic Isolation

In transformerless PV inverter, the galvanic connection between the PV arrays and
the grid allows leakage current to flow. The galvanic isolation can basically be
categorized into DC decoupling and AC decoupling methods. For DC decoupling
method, DC bypass switches are added on the DC side of the inverter to disconnect
the PV arrays from the grid during the freewheeling period. However, the DC
bypass branch, which consists of switches or diodes, is included in the conduction
path as shown in Fig. 16. The output current flows through two switches and the
two DC bypass branches during the conduction period. Hence, the conduction
losses increase due to the increased number of semiconductors in the conduction
path.

On the other hand, bypass branch can also be provided on the AC side of the
inverter (i.e., AC decoupling method). This AC bypass branch functions as a
freewheeling path which is completely isolated from the conduction path, as shown
in Fig. 17. As a result, the output current flows through only two switches during
the conduction period. In other words, topologies employing AC decoupling
techniques are found to be higher in efficiency as compared to DC decoupling
topologies.

One setback of galvanic isolation is that there is no way of controlling the CMV
by PWM during the freewheeling period. Figures 18 and 19 show the operation
modes of galvanic isolation topology which employs DC decoupling method (one
DC bypass branch) during the positive half-cycle. As indicated in Fig. 18, during
the conduction period, S1 and S4 conduct to generate the desired output voltage. At
the same time, VA is directly connected to VDC and VB is connected to the negative
terminal (N) of the DC link. Hence, the CMV becomes

VCM ¼ VAN þVBN

2
¼ 1

2
ðVDC þ 0Þ ¼ VDC

2
ð7Þ
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Fig. 17 Galvanic isolation
topology via DC- or AC
decoupling method
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Nevertheless, during the freewheeling period, the DC bypass switch disconnects
the DC link from the grid. Point A and point B are isolated from the DC link, and
VA and VB are floating with respect to the DC link as shown in Fig. 19. The CMV
during this period of time is not determined by the switching state, but instead, is
oscillating with amplitude depending on the parasitic parameters and the switches’
junction capacitances of the corresponding topology. As a result, leakage current
can still flow during freewheeling period. The same is the case for converters using
AC decoupling method. The analysis shows that the leakage current cannot be
completely eliminated with the galvanic isolation topology alone.

4.2 CMV Clamping

With galvanic isolation method alone, the leakage current is not completely elim-
inated as explained in the previous section. The CMV in these topologies cannot be
manipulated via PWM due to the parasitic parameters of the resonant circuit. In
order to generate constant CMV, clamping branch is introduced [15], as shown in
Fig. 20. Generally, the clamping branch consists of diodes or switches and a
capacitor divider which ensures the freewheeling path is clamped to the half of the
input voltage (VDC/2). With the combined effect of galvanic isolation and CMV
clamping, leakage current is completely eliminated.
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Figure 21 illustrates the conduction mode of CMV clamping topology which
employs DC decoupling method during the positive half-cycle. S1 and S4 conduct to
generate the desired output voltage. At the same time, VA is directly connected to
VDC and VB is connected to the negative terminal (N) of the dc-link. Thus, the CMV
becomes

VCM ¼ VAN þVBN

2
¼ 1

2
ðVDC þ 0Þ ¼ VDC

2
ð8Þ

In the freewheeling mode, the DC bypass switch disconnects the DC link from
the grid. At this moment, the clamping branch operates, as shown in Fig. 22, so that
point A and point B are clamped to VDC/2. The CMV reads

VCM ¼ VAN þVBN

2
¼ 1

2
VDC

2
þ VDC

2

� �
¼ VDC

2
ð9Þ

The CMV clamping branch ensures the complete clamping of the freewheeling
path to constant. As a result, the leakage current is completely eliminated. It is
worth noting that the CMV branch is employed with DC- or AC decoupling branch
for leakage current reduction. The latter provides lower losses due to the reduced
switch count in conduction path as explained earlier.
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5 Transformerless PV Inverter Topologies

5.1 Full-Bridge Topology

Full-bridge topology is widely used for various applications due to the simplicity of
design and low cost. The full-bridge structure consists of four switches, S1–S4, as
shown in Fig. 23. Conventionally, the full-bridge topology is modulated by bipolar
modulation for transformerless application.

Each pair of the diagonal switches, i.e., S1, S4 and S2, S3, is operated simulta-
neously at switching frequency during the positive and negative half-cycle
respectively. Current flows through the corresponding pair of diagonal switches to
generate the desired output voltage. Bipolar modulation is also known as two-level
modulation. As shown in Fig. 24, it generates two-level output voltage, i.e., +VDC

and −VDC. In every switching transition, the voltage changes across the inductor by
twice of input voltage, 2VDC. This doubles the voltage stress, current ripple and loss
across the filter inductors. Thus, the overall efficiency is reduced. Larger filter
inductors are required to compensate the high PWM ripple which leads to higher
cost.

With bipolar modulation technique, the CMV is constant as illustrated in
Fig. 25. The leakage current is completely eliminated. The results show that bipolar
modulation is suitable for transformerless PV inverter applications at the expense of
reduced system efficiency.
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5.2 H5 Topology

H5 inverter [17] is patented by SMA. Given that a total of five switches are utilized,
this topology is referred to as H5 inverter. A DC bypass switch, S5, is added in the
input DC side of the conventional full-bridge inverter structure as shown in Fig. 26.
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Fig. 24 Output voltage (top) and grid current (bottom) for bipolar modulation
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Fig. 25 CMV (top) and leakage current (bottom) for bipolar modulation
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The introduction of the Dc bypass switch is to provide galvanic isolation to dis-
connect the leakage current path during the freewheeling period.

The upper pair of switches S1 and S3 is operated at grid frequency while the
lower pair of switches S2 and S4 is operated at switching frequency. During the
conduction period of positive half-cycle, S1, S4 and S5 are ON to generate the
desired output voltage. As compared to bipolar modulation, the grid current ripples
are smaller due to unipolar output voltage as presented in Fig. 27. Current flows
through S5, S1, grid, and S4. During the freewheeling period of positive half-cycle,
S4 and S5 are OFF, disconnecting the PV from the grid. Current freewheels through
S1 and the anti-parallel diode of S3.

On the other hand, S2, S3, and S5 are ON to generate the desired output voltage
during the conduction period of negative half-cycle. Current flows through S5, S3,
grid, and S2. During the freewheeling period of negative half-cycle, S2 and S5 are
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Fig. 27 Output voltage (top) and grid current (bottom) for H5 topology
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OFF, disconnecting the PV from the grid. Current freewheels through S3 and the
anti-parallel diode of S1.

With the galvanic isolation of H5 inverter, leakage current path is disconnected.
Nonetheless, the CMV is not constant. Large oscillation with magnitude up to
400 V is observed in Fig. 28. As explained in Sect. 4.1, VA and VB are isolated
from the dc-link during the freewheeling period when S5 is OFF. VA and VB are
floating with respect to the dc-link during the freewheeling period. The CMV is
oscillating with amplitude depending on the parasitic parameters. The leakage
current can still flow due to the charging and discharging of the stray capacitances
by the CMV.

5.3 HERIC Topology

The patented Highly Efficient and Reliable Inverter Concept (HERIC) inverter by
Sunway, [16] is well known with its high-efficiency performance. A freewheeling
path (S5 and S6) is added to the output AC side of conventional full-bridge inverter
structure as shown in Fig. 29. Despite the low-loss AC-decoupling topology, the
freewheeling switches are operated only at grid frequency. This reduces the
switching loss significantly.

Each pair of the diagonal switches, i.e., S1, S4 and S2, S3, is operated simulta-
neously at switching frequency during the positive and negative half-cycle
respectively. Current flows through the corresponding pair of diagonal switches to
generate the unipolar output voltage and sinusoidal grid current as shown in
Fig. 30. On the other hand, the freewheeling switches, S5 and S6, are ON
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Fig. 28 CMV (top) and leakage current (bottom) for H5 topology

32 T.K.S. Freddy and N.A. Rahim



throughout the negative and positive half-cycle respectively. During the free-
wheeling period of positive half-cycle, current freewheels through S5, the
anti-parallel diode of S6 and the grid; and through S6, the anti-parallel diode of S5
and the grid during the freewheeling period of negative half-cycle.

Galvanic isolation is provided via the freewheeling path. Similar to H5 topology,
the CMV is not constant and large oscillation is observed in Fig. 31. The CMV is
oscillating with amplitude depending on the parasitic parameters of the resonant
circuit. As illustrated in Fig. 31, the leakage current is generated owing to the
charging and discharging of the stray capacitances by the CMV.
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5.4 H6 Topology

H5 and HERIC focus only on providing galvanic isolation while neglecting the
effect of the CMV. As a matter of fact, the CMV of these topologies is still floating
due to the influence of switches’ junction capacitances and parasitic parameters.
This issue is mitigated by the clamping branch of H6 topology [18]. Two DC
bypass switches, S5 and S6 and two clamping diodes, D5 and D6, are added to the
conventional full-bridge inverter as presented in Fig. 32.

Throughout the positive half-cycle, S1 and S4 are ON. S5 and S6 commutate
simultaneously at switching frequency while S2 and S3 commutate together but
complementarily to S5 and S6. Current flows through S5, S1, S4, and S6 to generate
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Fig. 31 CMV (top) and leakage current (bottom) for HERIC topology
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the desired output voltage as shown in Fig. 33. Similarly, S2 and S3 are ON
throughout the negative half-cycle. S5 and S6 commutate simultaneously at
switching frequency while S1 and S4 commutate together but complementarily to S5
and S6. During the freewheeling period of negative half-cycle, S5 and S6 are OFF
and S1 and S4 are ON.

During the freewheeling period of positive half-cycle, S5 and S6 are OFF and S2
and S3 are ON. Therefore, freewheeling current finds its path in two ways, i.e., S1
and the anti-parallel diode of S3; S4 and the anti-parallel diode of S2. At this
moment, the clamping diodes clamp the freewheeling path completely to constant,
VDC/2. Freewheeling current finds its path in two ways, i.e., S3 and the anti-parallel
diode of S1, and S2 and the anti-parallel diode of S4. The PV is disconnected from
grid by the use dc-bypass switches, S5 and S6. At this moment, the clamping diodes
(D5 and D6) clamp the freewheeling path completely to constant at VDC/2.

With implementation of the clamping diodes, the CMV is clamped to the con-
stant, and thus the leakage current is eliminated as indicated in Fig. 34.
Nevertheless, H6 topology suffers from high conduction losses as the bypass
switches have been added into the conduction path.

5.5 oH5 Topology

Similar to H6, oH5 topology [21] is designed with CMV clamping branch. A DC
bypass switch S5 and a clamping switch S6 are added into the conventional
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Fig. 33 Output voltage (top) and grid current (bottom) for H6 topology
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full-bridge inverter structure as shown in Fig. 35. The voltage divider is made up of
two capacitors.

Throughout the positive half-cycle, S1 is ON. S4 and S5 commutate simultane-
ously at switching frequency but complementarily to S3 and S6. During the con-
duction period of positive half-cycle, current flows through S1, S4 and S5 to generate
the desired output voltage as shown in Fig. 36. On the other hand, S3 is ON
throughout the negative half-cycle. S2 and S5 commutate simultaneously at
switching frequency but complementarily to S1 and S6. During the conduction
period of negative half-cycle, current flows through S2, S3 and S5 to generate the
desired output voltage.

The current freewheels through S1 and anti-parallel diode of S3 during the
freewheeling period of positive half-cycle. At this moment, the clamping switch, S6,
is ON to clamp the freewheeling path completely to constant at VDC/2. The current
freewheels through S3 and anti-parallel diode of S1 during the freewheeling period.
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Fig. 34 CMV (top) and leakage current (bottom) for H6 topology
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Similarly, the freewheeling path is not floating but is being clamped to constant at
VDC/2 via S6.

With the clamping switch, the CMV is clamped completely to the constant and
the leakage current is eliminated. Despite constant CMV, spikes are still observed
as shown in Fig. 37. The occurrence of these spikes is the result of dead time
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Fig. 36 Output voltage (top) and grid current (bottom) for oH5 topology
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Fig. 37 CMV (top) and leakage current (bottom) for oH5 topology
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between S5 and S6. Similar to H6 topology, oH5 topology suffers from high con-
duction losses as the bypass switches have been added into the conduction path.

5.6 HBZVR-D Topology

HBZVR-D inverter [15] is designed with an ac bidirectional freewheeling path and
a CMV clamping branch as shown in Fig. 38. The bidirectional freewheeling path
consists of a switch, S5, and a full-bridge rectifier (D1–D4). Diodes D5 and D6 form
the clamping branch of the freewheeling path. The voltage divider is made up of
two capacitors.

Each pair of the diagonal switches, i.e., S1, S4 and S2, S3, is operated simulta-
neously at switching frequency during the positive and negative half-cycle
respectively. Current flows through the corresponding pair of diagonal switches to
generate the desired unipolar voltage as shown in Fig. 39. On the other hand, S5, is
ON during the freewheeling period. Current freewheels through D2 and D3, and, D1

and D4 during the positive and negative half-cycle respectively. At the same time,
D5 or D6 conducts and clamps the CMV to constant, VDC/2, as presented in Fig. 40.
The leakage current is completely eliminated.

The clamping branch of HBZVR-D ensures the complete clamping of CMV to
VDC/2 during the freewheeling period. It is well noted that the output current flows
through only two switches in every conduction period. This explains why
HBZVR-D has relatively higher efficiency than those of DC decoupling topologies.
HBZVR-D combines the advantages of the low-loss AC decoupling method and the
complete leakage current elimination of the CMV clamping method.

6 Loss Analysis

Figure 41 presents the loss distribution for various topologies. Conventional bipolar
modulation yields the highest total loss due to its two-level modulation technique.
H5 and oH5 add one DC bypass switch, whereas H6 adds two DC bypass switches
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and diodes into the conduction path. This explains why all the DC decoupling
topologies (H5, oH5, and H6) have higher (conduction) loss as compared to the
AC-decoupling topologies (HERIC, and HBZVR-D). H6 topology yields the
highest device losses due to excessive components that are added into the con-
duction path. As expected, HERIC topology has the lowest device losses.
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Fig. 39 Output voltage (top) and grid current (bottom) for HBZVR-D topology
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Fig. 40 CMV (top) and leakage current (bottom) for HBZVR-D topology
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HBZVR-D has slightly higher losses than HERIC but they are still much lower than
those of the DC decoupling family. Obviously, the conduction losses are the main
contributor as shown in Fig. 41. The results show that ac-decoupling family out-
performs DC-decoupling family in terms of loss.

7 Summary

This chapter provides a comprehensive overview of the PV inverter topologies for
grid integration applications. The state-of-the-art PV configurations with several
commercial PV inverter topologies are presented. The common-mode behavior are
discussed in detail to provide the principle operation of the transformerless PV
inverter technologies. The performance of the transformerless PV inverters is
investigated.

Today, the PV market is driven by the cost and the efficiency. To meet these
requirements, the researchers and manufacturers are continuously looking for new
power converters and new semiconductor technology. The high-power-quality and
high-efficiency multilevel converter has gained attention from the industries. For
semiconductor technology, the wide bandgap materials such as silicon carbide
(SiC) and gallium nitride (GaN) outperforms the conventional silicon (Si) material.
The SiC MOSFET can operate at high frequency at very low loss, which is very
suitable for high-efficiency applications. Although the production cost of the wide
bandgap materials are still high, it is expected these materials with the multilevel
converters will be widely used in the future.

Fig. 41 Loss distribution of various topologies at 1 kW
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Advanced Control Techniques for PV
Maximum Power Point Tracking

Wei Xu, Chaoxu Mu and Lei Tang

Abstract The Photovoltaic (PV) power has rapid growth due to it is clean, no
noise and little maintenance. However, all PV systems have two major drawbacks,
i.e. the efficiency of PV power generation is very low and the output power of a PV
system is nonlinear, which depends closely on weather conditions, such as ambient
temperature and the solar irradiance. Hence, tracking the maximum power of the
PV arrays at real time is very important to increase the whole system performance.
In the past decades, there are a large number of maximum power point tracking
(MPPT) methods have been proposed for PV system, such as constant voltage
tracking (CVT) method, perturbation and observation (P&O) method, incremental
conductance (INC) method, curve-fitting method, look-up table method, and so on.
Actually, these conventional methods can track the maximum power point (MPP).
But these methods have some drawbacks, like oscillation, miscalculation, poor
accuracy, unimodal P–U curves only. To overcome the limitation of these methods,
some advanced MPPT methods are introduced in this chapter. The experiment and
simulation investigation demonstrate the excellent performance of the new method.
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1 Introduction

As the PV power generation performs a nonlinear current–voltage (I–U) curve and
the output power of a PV system largely depends on the array temperature and the
solar irradiance level, so it is necessary to constantly track the maximum power
point (MPP) of the solar array [1]. For years, several methods have been proposed
to draw the maximum power of the PV array. All these tracking method have their
own advantages and disadvantages but the main technical characters of those
methods can be summarized in three points: tracking velocity, tracking accuracy,
and stability [2, 3]. The constant voltage tracking (CVT) method transmission
algorithm based on the mathematical model of PV cells, find out the maximum
output voltage of PV cell point, this method is simple, operation is convenient, but
there are some errors, unable to achieve maximum power tracking in the true sense
[4]. The perturbation and observation (P&O) method is characterized by simple and
clear, hardware and software are conducive to implement, and easy to form the
control system of modular, affected by the outside adverse conditions such as the
weather changes, easy to the normal operation of the system, and the system of step
length and the initial value of the set have bigger influence on the system [5, 6].
Incremental conductance (INC) method of control precision, the speed is faster,
adapt to the larger changes in the external environment, the demand for sensor is
higher, the cost is relatively high, there will be some loss in the process of actual
work [7]. To overcome the limitations of the conventional maximum power point
tracking (MPPT) method, some advanced schemes are proposed in recently years.
With the development of intelligent control theory, fuzzy logic control, biological
swarm algorithm and artificial neural network theory have been applied into every
field of electrical engineering, and MPPT of PV power generation technology [8–
10]. The fuzzy and neural network method show many advantages like a high
accuracy and a better stability. For most of the algorithms, the step size of MPPT
methods determines how fast the MPP is tracked. Fast tracking can be achieved
with bigger increments, but the system might not run exactly at the MPP and
oscillates around it. This situation will turn to the contrary when the MPPT is
operating with a smaller increment [11]. To increase the tracking robustness and get
better drive performance, iteration and variable step-size algorithms have been
proposed. As some of conventional methods are based on the “hill-climbing”
principle which moves the operating point (OP) to the direction of power increases.
So it can be only applied in the unimodal P–U curves, which will absent when the
PV arrays operating under partially shaded conditions (PSCs) [12, 13]. According
to the fuzzy mathematics and information diffusion theory, a probability algorithm
is proposed and the mathematical relationship between global peak (GP) and
sampling points of PV curve can be described by a distribution function. In other
words, there is a fuzzy probability for GP located into the vicinity of sampling
points. And this probability obeys the exponential rising law approximately. At last,
the experiment and simulation results demonstrate the excellent performance of
these new methods [14, 15].
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2 The Physical Basis and Mathematical Model of PV

2.1 The Mathematical Model

The PV cell is made up of semiconductor materials which can convert solar irra-
diance into electrical energy. Based on the electronics theory of semiconductor p-n
junction, it can be described by a current source. The equivalent circuit model of PV
cell is shown in Fig. 1. It consists of an ideal current source Iph in parallel, reverse
diode, series resistance Rs and parallel resistance every Rsh [1].

Iph is the PV generated current which is relative to the solar radiation and
temperature. The stronger the irradiance is, the greater the Iph will be. The output
character of a single PV cell is described as

i ¼ Iph � I0 exp
qðuþ iRsÞ

AkT

� �
� 1

� �
� uþ iRsð Þ

Rsh
ð1Þ

where I0 is the PV cell reverse saturation current that mainly depends on the
temperature (its magnitude is 10−4 A), q is the electronic charge of an electron
(1.6 � 10−19 C), T is the temperature of the PV cell, k is Boltzmann’s constant
(1.38 � 10−23 J/K), A is the ideality factor (1.2 for Si-mono), i the PV cell output
current, u the PV cell output voltage, Rs and Rsh the equalized resistors that related
to the temperature.

Although (1) has been widely used in the analysis of PV cell theory, but the
expression of five parameters, including Iph, I0, Rsh, Rs and A appeared in the
equation, are not only related to the temperature and the irradiance levels, but also it
is difficult to determine, and inconvenience in the engineering application, so we do
the following simplification.

• Due to Rsh is very big and Ish have little impact on the photocurrent, so we can
ignore the value of V + IRs/Rsh.

• Set Iph is equal to Isc, because R is very small.
• Define the open-circuit conditions u = Uoc, U = Um and I = Im at the MPP.

UIph RshID

RS

R
Ish

I

Fig. 1 Equivalent circuit model of PV cell
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So the PV cell output characteristic equation can be expressed as

i ¼ ISC 1� C1 exp
u

C2UOC

� �
� 1

� �� �
ð2Þ

where the C1 and C2 can be described as

C1 ¼ 1� Im
ISC

� �
exp � Um

C2UOC

� �

C2 ¼ Um

UOC
� 1

� ��
ln 1� Im

ISC

� � ð3Þ

where Um is the MPP’s voltage for PV model and UOC is the open-circuit voltage.
Since u 2 [0, UOC], the PV array output power is

PðuÞ ¼ uISC 1� C1 exp
u

C2UOC

� �
� 1

� �� �
ð4Þ

The efficiency of PV cell depends on not only internal shunt resistance but also
irradiance, array temperature and load. Here set ISCref, UOCref, Umref, and Imref as the
PV parameters under standard conditions, i.e. irradiance Sref = 1000 W/m2 and
circumstance temperature Tref = 25 °C, then ISC, UOC, Um and Im could be calcu-
lated by

ISC ¼ ISCref � S
Sref

ð1þ a � DTÞ ð5Þ

UOC ¼ UOCref � ln eþ b � DSð Þ 1� c � DTð Þ ð6Þ

Im ¼ Imref � S
Sref

1þ a � DTð Þ ð7Þ

Um ¼ Umref � ln eþ b � DSð Þ 1� c � DTð Þ ð8Þ

where DS = (S/Sref − 1), DT = (T − Tref), and typical values of a, b, c can be taken
as 0.025/°C, 0.5/(W/m2), and 0.00288/°C respectively. As shown in Fig. 2, with the
circumstance condition changing, the output characteristic of PV cell will change
too.

2.2 The Output Characteristic of the PV Cell

PV output characteristic curve it refers to the PV cell output current, output voltage
and output power in certain irradiance and environment temperature. Fantasy of PV
cell voltage, current, power output characteristic in each part of graph, respectively.
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The nonlinear is one of the characteristics of PV cells. Within a certain range of
output voltage, PV cells are similar to a constant current source. When voltage is
more than a certain range continues and continue rising, the PV cell is similar to a
constant voltage source [2].

The efficiency of the PV cell depends on not only the internal shunt resistance
but also on the irradiance level, array temperature and load. With changing con-
ditions the output characteristic of the PV cell will change. As shown in Fig. 2, the
PV array is highly nonlinear, but there is one unique operating point on the curve
which gives the maximum efficiency under those conditions. With the circumstance
condition changing, the output characteristic of PV cell will change too [12].

Therefore, we should seek the optimal working state of the PV cells for PV
power generation systems, to convert solar energy into electrical. By using the
method of control to realize the operation of the maximum power output of PV cell
technology is known as the MPPT technology. Generally speaking, it is difficult to
get a very precise mathematical model of PV cells, so it is too hard to use the
mathematical model for accurate MPPT control.
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Fig. 2 The output characteristics of PV module under different irradiance and temperature: a and
c are the I–U curves, b and d are the P–U curves
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3 The Basic Theory of MPPT

The MPPT method for PV system aims to find the operation point where the
product of output voltage and output current are the largest. Theoretically,
according to the circuit theory, the PV cells output the maximum power when the
output impedance of PV cell is equal to the load. Therefore, the MPPT process of
PV cells actually makes PV cells output impedance and load impedance match
gradually each other. Since environmental factors have influences on the output
impedance of PV cells, it is possible to achieve MPPT control if load impedance is
adjusted in real-time tracking output impedance of PV cells. For better discussion,
the equivalent impedance of the PV cells Ropt is defined as the ratio of the MPP
voltage UMPP and the MPP current IMPP, namely Ropt = UMPP/IMPP. Obviously, the
environment condition changes, the Ropt will change too. However, there is a load
matching problem since they’re powered to the particular load in the practical
application process.

The curves I and II show the characteristic curve of PV devices under different
situations. The point A and B are the maximum output power points of PV devices
under different irradiance conditions. Load 1 and load 2 are two load curves. As
shown in Fig. 3, the PV devices operating at point A. It will be transferred to the
point A′ if the irradiance is suddenly strengthened due to the constant load. In order
to get the maximum power of PV devices, it is necessary to make the PV device
work at the point B on characteristic curve I. That is to say, the external circuit of
the PV devices must be controlled so that the load characteristics become the load
curve 2 to implement the power match of the PV devices. In this case, the maxi-
mum power of PV devices is outputted.
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Load 2Fig. 3 Schematic diagram of
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4 The Basic Topologies of PV System for MPPT

According to different topologies and positions of MPPT control, PV
grid-connected inverter is divided into two categories: two-stage grid-connected PV
and single-stage grid-connected PV. In the following, the two basic topologies
about MPPT control are discussed.

4.1 The Two-Stage Grid-Connected Structure

Conventional two-stage grid-connected PV inverter consists of the front DC/DC
converter (commonly boost converter) and an inverter. Under normal circum-
stances, it is necessary to use the boost converter to power up the DC output voltage
of PV cells, since the output voltage of the PV cells is usually lower than the peak
voltage of the grid. Then, the inverter is used to transform DC to AC current.
Finally, it is injected into the grid. Because there are two power conversion units in
the two-stage grid-connected PV inverter, the MPPT control of PV cells can be
achieved by the boost converter or the inverter, which is analyzed as follows [16].

4.1.1 The MPPT Control Based on the Inverter

Figure 4 shows the diagram with the inverter for the MPPT control [17].
In the MPPT control process based on the inverter, first, the MPPT controller is

used to calculate the current error DI0 of inverter output. Then, the current
amplitude adjustment I0 of inverter output is got by the proportional integral (PI).
The instantaneous current reference Iref of inverter output is obtained by the product

I

PV
C1

Diode

U

VT

IL V1

V2

V3

V4

L2

MPPT
+

i0

Udc

PWM

~

L1

C2

PI

e

0I

sin(wt)

I0
P

Iref

The DC/DC 
controller e

Δ

Fig. 4 The MPPT control based on the DC/AC inverter
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of I0 and the sinusoidal value which keep synchronous with grid. The modulation
signal is sum of grid voltage feedforward signal and PI regulator value for the error
of Iref and instantaneous value ig of grid current. Finally, the PWM control signal is
obtained by the comparison of above modulation signal and of triangular wave in
order to achieve the control goal MPPT and unity power factor sinusoidal current.
In whole control process, dynamic balance of energy transmission is guaranteed by
coordinating the response speed of boost converter and inverter control, in order to
stabilize the DC bus voltage. Therefore, in the control system design, response
speed of front DC/DC converter control is faster than inverter.

4.1.2 The MPPT Control Based on DC/DC Converter

Compared with the previous discussion of the MPPT control based on the inverter,
the MPPT control based on the front inverter shown in Fig. 5 is more common,
which completes the MPPT control and sinusoidal current control of inverter
simultaneously, where the backward inverter achieves the voltage control of the
DC-triangular wave in order to achieve the control goal-bus, and the front boost
converter achieves the MPPT control. Since the output voltage of the boost con-
verter is controlled by the inverter, the input current of the boost converter can be
controlled by adjusting the duty ratio in order to regulate the output voltage of the
PV cells [18].

The voltage reference Uref of PV operating point is obtained by MPPT control
algorithm, based on output voltage and current detection of PV cells. Then, in boost
converter, MPPT control of PV cells is achieved by closed-loop control of PI reg-
ulator value for the error of Uref and output voltage sample value UPV of PV cells.
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Fig. 5 The MPPT control based on the front DC/AC inverter
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Then, the dual control strategy of voltage loop and current loop in the inverter is
adopted, where the voltage outer loop is based on the power balance principle to
achieve voltage control of the DC bus. While current inner loop achieve the goal of
power factor sinusoidal current control by tracking the grid current. In this control
strategy, output power of front boost converter is dynamic because of environment
changes. In the control system design, response speed of DC voltage control of
backward inverter is faster than MPPT control of front boost converter, in order to
ensure real-time power delivery without the power accumulation in the DC bus.
Actually, DC bus overvoltage problem is solved by increasing the capacitance of the
DC bus, or cut-off negative feedback control of DC bus voltage limit shown in
Fig. 5.

4.2 Single-Stage Grid-Connected Structure

In the two-stage grid-connected PV, each converter has its independent goal. And
the control scheme is simple, independent, and wide for illumination, temperature,
and other environmental changes. However, due to the complex structure of the
two-stage converter, the cost and the loss energy of this structure are high compared
with the other single-stage grid-connected PV system. Therefore, a simple structure,
low cost, high efficiency single-stage grid-connected PV inverter system has been
paid wide attention. However, in the single-stage grid-connected PV inverter sys-
tem, there is only one DC/AC, in order to achieve the energy conversion. Then grid
voltage synchronous and the sinusoidal current output are controlled by the DC/AC
link. And the control strategy of this structure is relatively complicated [19].

The single-stage grid-connected PV inverter system consists of PV cells, a
DC-link capacitor C, the inverter bridge, the filter inductor L, and other compo-
nents. However, in some cases, it is necessary to add the extra boost converter when
the voltage of PV cells is lower than allowable value. Therefore, this single-stage
PV inverter system is adopted only when the voltage of PV cells is high enough
[19, 20] (Fig. 6).

V1

V2

V3

V4

L

eC ~

Fig. 6 Single-stage grid-connected structure
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4.2.1 The Three-Loop Control Structure

In the single-stage grid-connected PV structure, a three-loop control strategy is
used: the current loop, the DC voltage loop and the power loop of MPPT. As shown
in Fig. 7, the current loop is mainly constituted by the grid voltage and current
sampling module, the voltage synchronous, the current regulator, the PWM mod-
ulation and drive. These modules achieve the conversion from DC to AC and the
sinusoidal current control. The DC voltage loop is mainly made by the bus voltage
and the voltage regulator to regulate the DC bus voltage. The MPPT power loop is
mainly constituted by the input power sampling module and the control link of the
power point. The output of the MPPT power is taken as the DC voltage reference of
the loop of the DC voltage. The voltage in the DC voltage loop is regulated to
search the MPP of PV cells, such that the grid-connected PV system achieves
MPPT operation [21].

4.2.2 Dual-Loop Control Structure

In three-loop control structure, the MPPT control is performed by regulating the DC
bus voltage of grid-connected inverter. When the PV operating voltage is greater
than the PV MPP voltage, the voltage loop and the current loop are both used to
increase the output power of the inverter circuit, so that the PV cell operating
voltage is reduced. When the PV voltage works less than the MPP, it is also
regulated by the double loops of the voltage and the current, which reduces the
output power of the inverter circuit, such that the PV cell operating voltage
increases. Actually, in the grid-connected PV inverter MPPT tracking process, it
can be used the simplified double-loop control, which includes MPPT power loop
and the current loop. As shown in Fig. 8, in this control, when the PV cell voltage is
greater than the voltage at the MPP, it will increase the current amplitude to

PV MPPT
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PI PWM

UPV

IPV I0

-

i0

i*0

Fig. 8 The double-loop control structure for MPPT control of the single-stage grid-connected
inverter
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Fig. 7 The three-loop control structure for the single-stage grid-connected inverter MPPT control
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increase the power output of the inverter circuit. With this mechanism, the PV cell
operating voltage is reduced. Similarly, when the PV cell voltage is less than the
voltage at the MPP, it will reduce the current amplitude to reduce the power output
of the inverter circuit. As the result, the PV cell operating voltage is reduced. That is
to say, the double-loop control does not regulate the DC bus voltage in the
three-loop control structure, but directly adjusts the current in the double-loop
control structure to operate the inverter power output.

5 The Advanced MPPT Method

5.1 The Fuzzy Algorithm

Fuzzy control is a new control method based on fuzzy set theory. It is suitable for
the mathematical model of the unknown and complex nonlinear system. PV system
is a strongly nonlinear system, the performance of the PV cells is difficult to
describe with accurate mathematical model, and therefore, fuzzy control method for
MPPT is very appropriate, the fuzzy control has been introduced to the MPPT
control of PV system, which will produce rapid response to the external environ-
ment, and be able to weaken the power oscillation near the MPP [22].

To realize the MPPT control method, the fuzzy control system samples the data
to determine the positional relationship between the operation point and MPP, and
automatic correct the value of voltage at operation point, to obtain the MPP. So
define the output variables of the fuzzy logic controller for the operation point
voltage correction of dU. Input variables are the slope value of the continuous
sampling points of attachment e and the change in unit time slope De on the PV
cells P–U curve, respectively.

eðkÞ ¼ dPðkÞ
dUðkÞ ¼

PðkÞ � Pðk � 1Þ
UðkÞ � Uðk � 1Þ ð9Þ

DeðkÞ ¼ eðkÞ � eðk � 1Þ ð10Þ

where P(k) and I(k) are the output power and the output current of PV cells of the
sampling value of k times. Obviously, if e(k) = 0, suggests that PV cells have been
working in the maximum power output state.

By analyzing P–U characteristic curve of PV cells as shown in Fig. 9, we can
conclude following the logic of the MPPT control rules

1. When e(k) < 0 and De(k) < 0, P from the left side close to the PMPP. dU should
be positive, to continue to close to the MPP;

2. When e(k) < 0 and De(k) > 0, P from the left side far away from the PMPP.
dU should be positive, to close to the MPP;
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3. When e(k) > 0 and De(k) < 0, P from the right side close to the PMPP.
dU should be negative, to continue to close to the MPP;

4. When e(k) > 0 and De(k) > 0, P from the right side far away from the PMPP.
dU should be negative, to close to the MPP.

5.1.1 Fuzzification

The process that transforms digital value from sampling to fuzzy quantity which
controller can identify and use is known as fuzzification. Input variables are usually
referred to as language in the fuzzy logic control, and the linguistic terms to describe
the variable characteristics are often with positive big (PB), positive medium (PM),
positive small (PS), zero (ZE), negative small (NS), negative medium (NM), neg-
ative big (NB), these seven descriptive phrases to represent. In this case, we use
positive big (PB), positive small (PS), zero (ZE), negative small (NS), negative big
(NS) these five phrases to describe the input and output variables.

As shown in Fig. 10 the membership function is given, it uses the uniform
distribution of triangular membership functions to determine the input variables
e and De and output (dU) between the different values with corresponding linguistic
variables of membership (u). Each linguistic variable corresponds to a specific
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value range. For example, when the value of e is equal to 6, the membership
relations with PB (positive big) is 1, which e completely belongs to the fuzzy subset
of PB (positive big). e associated with PB (positive big) at this time better than
e value of 4.5. Membership function maps the input variables from the continuous
scale to one or more of the fuzzy quantity. As shown in Fig. 10, e, De, dU any
variables in the membership functions of the same, for the simplicity on the hori-
zontal axis and marked the e, De, dU.

5.1.2 Fuzzy Reasoning Arithmetic

After fuzzy quantity, we develop an operational rule based on the rules of expert
knowledge. As discussed above, it is concluded that the fuzzy control output process
in fact is the process of fuzzy reasoning algorithm, and it is concluded that the output
is still in the form of fuzzy quantity. According to the above analysis of the different
combination of e and De, in order to follow to the MPP, to make corresponding
changes to cope with the change of output voltage value, i.e., the change of
dU should make the operation point to the direction search close to the MPP.

We can obtain the fuzzy rules reasoning table which is shown in Table 1 through
the logic of MPPT control rules, the table reflect the fact that when the input
variables e and De change, the corresponding output variable rules of dU change.
Thus the corresponding linguistic variables are obtained. For example, it shows the
slope of two sample points of attachment is negative when e is NB (negative big),
and the absolute value is larger, to show that the operation point on the left side of
the MPP and is far away from the MPP. At this point if De also is NB (negative big)
that was followed by the voltage change and further away from the MPP. This can
make the output variable dU for PB (positive big), thus the operation point voltage
is sharp increase and close to the MPP quickly.

5.1.3 Defuzzification

Defuzzification refers to fuzzy variables of the linguistic variables return to the
precise numerical value, which is calculated according to the output of fuzzy subset
membership to determine the value of the output variable. There are many methods
in the defuzzification, which usually using maximum membership degree method

Table 1 Rules of fuzzy
controller

De(k) e(k)

NB NS ZE PS PB

NB PB PS PS ZE ZE

NS PB PS PS ZE ZE

ZE PB PS ZE NS NB

PS ZE ZE NS NS NB

PB ZE ZE NB NB NB
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and the area of the center of gravity method. Area of the center of gravity method
computation formula is as follows

dU ¼
Pn

i¼1 lðUiÞ � UiPn
i¼1 lðUiÞ ð11Þ

where dU is the output voltage correction for fuzzy logic controller. According to
membership function is given, e and De according to the value corresponding to the
corresponding linguistic variables, according to Table 1 can determine output
variables corresponding to the language, the language variable in the center of the
membership functions of the corresponding numerical interval value is the Ui.

5.2 MPPT Control Based on Neural Networks

The neural network-based control is considered as a mode-free control method,
which is suitable for nonlinear systems. Recently, intelligent control methods based
on neural networks are also used for the MPPT control of grid-connected PV
inverter. This section describes the basic neural network-based control algorithm
and its application in the grid-connected PV inverter MPPT control [23].

5.2.1 Preliminaries

In grid-connected PV power generation system, the neural network-based MPPT
controller can combine a three-layer feedforward neural network with proportion
integration differentiation (PID) controller to control the inverter such that PV cells
are operated at the point of MPP. As shown in Fig. 11, the system requires that the

Fig. 11 The MPPT control system based on neural network
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controller can real-time estimate of the MPP of PV cells, while the neural network
algorithm is able to meet this requirement. Before the neural network algorithm is
used, it is necessary to train the neural networks based on a large number of sample
data.When aMPP is searched by the neural networks, the algorithm outputs theMPP.

In this example, the open-circuit voltage of the PV cells UOC and the time
constant Tp are used as the inputs of the three-layer neural networks. During the
estimation operation, the neural network algorithm uses the open-circuit voltage
UOC and the time instance Tp to estimate the real-time MPP voltage value UMPP.
UMPP
* is compared with the output voltage comparator Udc with the same sampling

frequency. The PID regulator takes the difference with UMPP
* and Udc as its input,

and then the output of the PID regulator is the control signal of the inverter, which
adjusts the operating voltage Udc to track the MPP voltage UMPP

* .

5.2.2 Neural Network-Based Control

The typical three-layer feedforward neural network structure is shown in Fig. 12,
which is used to identify the MPP voltage UMPP

* of PV cells. The neural network
comprises three layers: the input layer, the hidden layer and the output layer, where
the numbers of neurons in the three layers are 3, 5, 1, respectively. The input signal
of the input layer neurons is the open-circuit voltage UOC obtained from the
detection unit and time constant Tp from the controller. The output of the input layer
directly transmits to the neurons in the hidden layer, and the output of the output
layer is the estimated voltage UMPP

* at the MPP. For each neuron in the hidden layer
and output layer, the used activation function is

OiðkÞ ¼ 1
1þ e�kiðkÞ ð12Þ

Fig. 12 The three-layer
feedforward neural network

Advanced Control Techniques for PV Maximum … 57



where the functionOi(k) is used to define the input–output characteristics of neurons,
and ki(k) is the input signal of neuron i when using the kth sample data. The input
signal ki(k) is the weighted summation of the output of the previous layer, namely

IiðkÞ ¼
X
j

xijðkÞOjðkÞ ð13Þ

where wij is the connection weights between neurons i and j, and Oj(k) is the output
signal of the neuron j.

In order to accurately determine the MPP, the weights must be determined
according to the training of typical sample data. The training of the neural network
needs a set of input–output sample data. All calculations in the training process are
done offline. The weights are adaptively updated until they satisfy the input–output
mode based on the sample data. When the mean square error reaches its minimum
value, the training is finished.

E ¼
XN
k¼1

tðkÞ � OðkÞ½ �2 ð14Þ

where N is the total number of training samples, t(k) is the desired output, and
O(k) is the actual output. In order to verify the feasibility of the control scheme, the
neural network-based control can be applied to track the MPP in the PV system, and
the following formula can be used to evaluate the estimation error

Pday ¼
X
k

PMPPðkÞDT ð15Þ

Iday ¼
X
k

IMPPðkÞDT ð16Þ

Uave ¼
X
k

UMPPðkÞ=M ð17Þ

Ep ¼
X
k

PMPPðkÞ � P�
MPPðkÞ

		 		DT ð18Þ

Ei ¼
X
k

IMPPðkÞ � I�MPPðkÞ
		 		DT ð19Þ

Eu ¼
X
k

UMPPðkÞ � U�
MPPðkÞ

		 		
M ð20Þ

where M is the total number of samples within a day, PMPP(k), IMPP(k), and
UMPP(k) are the measured maximum power and the corresponding optimal current
and voltage respectively. PMPP

* (k), IMPP
* (k), and UMPP

* (k) are the corresponding
desired value. Ep, Ei, and Eu are the total average error of maximum power within a
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day, the optimal current, and the optimal voltage respectively. Pday, Iday, and Uday

are the total maximum power, the total optimal current and the total average optimal
voltage, respectively.

5.3 The Variable Step-Size MPPT Method

The fixed step algorithms, like perturbation observation method, INC, step size
determines the tracking speed of the step length, the greater step length, the faster
response, and vice versa. In order to obtain both speed and accuracy, the variable
step-size algorithm arises at the historic moment. In PV MPPT schemes, the fixed
step algorithm cannot meet both speed and accuracy, there are oscillation and
miscalculation in fixed step P&O method, the system cannot track the MPP
accurately, which will cause the energy loss, so need to improve the fixed step-size
method, and the variable step tracking algorithm is proposed. The basic principle of
variable step disturbance observation method as: when the operation voltage in the
area far away from the MPP, in order to improve the tracking speed and reduce the
PV cell in low power output in time, the larger step size is adopted. When near the
MPP area, using the small step to guarantee the tracking accuracy. Variable
step-size algorithm usually includes two important parameters: the speed factor and
the maximum step [11].

According to the PV traits, the slope of the PV P–U curve is zero at the MPP,
positive at the left side of the MPP, and negative at the right side. The slope of
power versus voltage curves is asymmetric at MPP. As shown in Fig. 13, when
u 2 [0, Um], P′(u) will change slowly. While when u 2 [Um, UOC], P′(u) will
change rapidly. And the P′(u) can be expressed by

P0ðuÞ ¼ ISC 1þC1 � C1 exp
u

C2UOC

� �� �
� C1ISCu
C2UOC

exp
u

C2UOC

� �
ð21Þ
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A good variable step-size algorithm requires both reasonable step size and
acceptable step change rate P″(u). A smaller step change rate could make contri-
bution to faster dynamics when it is far away from the MPP, while a lager step
change rate could do well to steady-state accuracy when it is around the MPP. P″
(u) is a monotonically decreasing curve and the value of P″(u) is always less than 0.

P00ðuÞ ¼ � 2C1ISC
C2UOC

e
u

C2UOC � C1ISCu

ðC2UOCÞ2
e

u
C2UOC ð22Þ

Based on (22), some estimations have been done to indicate that, the value of P″
(u) is almost zero when u < Um and it will be larger when u > Um. This is why it is
difficult to balance the tracking speed on both side of MPP. So it has become very
important to determine a suitable maximum step size, or there will be some serious
defects for PV system such as poor response characteristic.

Generally, some conventional algorithms have introduced scaling factors to
dissolve this problem. The performance of the MPPT system will essentially be
decided. Here, one typical equation of variable step-size algorithm is given by

UðkÞ ¼ Uðk�1Þ þ a
dP
dU

ð23Þ

where k is the number of cycle and coefficient a is the scaling factor. As (23) shows
that the update rule for duty cycle is related to coefficient a and dP/dU, so it is
important to acquire optimal values of a that would be employed to ensure the
convergence of the variable step-size MPPT methods. However, most of the
variable step-size algorithms either lack of the derivation of scaling factor or just
suitable for one operating condition.

5.3.1 The Improved Variable Step-Size Algorithm

In this improved method, the arctangent value of P′(u) is introduced to unify the
mathematical properties on both side of the MPP. According to the P–U output
characteristic, P′(u) (curve (1) in Fig. 14) is varied between two sides of MPP, but
arctan[P′(u)] (curve (2) in Fig. 14) is a constant. As shown in Fig. 14, the tangent
line through point (ux, P(ux)) is set as L(ux). The slope of L(ux) is P′(ux) = dP(ux)/
dux, and the contingence angle is h [11, 24]. The expression of h is

h ¼ arctan
dP
du

¼ arctan i� C1ISCu
C2UOC

exp
u

C2UOC

� �� �
ð24Þ

The curve (2) in Fig. 14 is a variation of h with voltage, and the curve (4) is the
derivation of the arctan[P′(u)] which can be expressed as 1/[1 + P′(u)2]. As can be
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seen from this picture, when 1/[1 + P′(u)2] is less than 0.1 (or another small
number), for all u 2 [0, Um − n] (defined as the “Constant Current Region”) or
u 2 [Um + q, UOC] (defined as the “Constant Voltage Region”), the change rate h
of voltage versus current or current versus voltage is approximately equal to a
constant. On the contrary, the change rate of h would vary tremendously when
u 2 [Um − n, Um − q]. Therefore, h is an ideal parameter for the scaling factor,
which may overcome the two disadvantages of traditional methods aforementioned.
In order to simplify the calculation of maximal step size, the normalization of h is
needed. Then the scaling factor of new method NL(u) could be expressed as

NLðuÞ ¼ 1� cos arctan
dPðuÞ
du

� �� �
ð25Þ

The curve (3) in Fig. 14 is a variation of the NL(u) with voltage. Then the
expression of step-size D(u) is

DðuÞ ¼ Dmax � Dmax � cos arctan
dPðuÞ
du

� �� �
ð26Þ

Fig. 14 The diagram of the
speed factor NL
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The derivation of (26) is the change rate of D(u), as expressed as

D0ðuÞ ¼ Dmax sin arctan P0ðuÞð Þ½ � � 1

1þP0ðuÞ2
� � � P00ðuÞ ð27Þ

In order to simplify the theoretical analysis, (26) can be modified by trigono-
metric transformation, and du can be replaced by Du, as expressed by

DðuÞ ¼ Dmax � Dmax �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
.

1þ P0ðuÞð Þ2
h ir

� Dmax � Dmax �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Du2

.
Du2 þDPðuÞ2

� �r ð28Þ

With regarding to (28), it can get reference voltage from formula
Uref(k + 1) = Uref(k) ± D(u) conveniently. And the difference between Uref and
u will be adjusted by PI regulator.

As seen from Fig. 15a, the rising process of P&O method with a constant
voltage slope lasts too long, e.g. 10 s. The steady-state performance with obvious
ripples seems very poor, and the average power is about 21.59 W. In Fig. 15b,
because the system controlled by PI model must reach the steady state before the
next MPPT cycle, so the experimental waveforms based on the new method per-
forms a significant deceleration process. The new method based on contingence
angle can get a big change rate of the step size a at point A, and then the step size
will changed greatly to guarantee the astringency of new method. It can be seen that
the new method uses shorter time (5 s) to track the MPP successfully, and the
average power of whole process is 24.78 W. However, in practice the accuracy of
one method is often limited by detection and control modules, the experimental
operation voltage in this paper cannot approach to MPP infinitely. Typically, when
D(u) is less than threshold d, the system will stop automatically. So the steady-state
waveforms in Fig. 15b are linear traits.

5.3.2 One Novel Variable Step-Size Algorithm

In order to avoid calculating the scaling factor, a novel variable step-size algorithm
is proposed to get the MPP. The primary difference between the new algorithm and
others is that it does not need to calculate the maximum step size and scaling factor
a. As the design of the two parameters is difficult, this method is devoted to obtain
an effective way to ameliorate the traits of both dynamics and stable state perfor-
mance. The principle of new method is described in Fig. 16 [25].

62 W. Xu et al.



The working process of the new method can be summarized as below:

Step 1: Take two points uL and uR from the PV curve (uL = 0.02 * UOC and
uR = 0.98 * UOC). And the slope of power versus voltage uL and uR is
P′(uL) and P′(uR).

Step 2: The straight line that connect point (uL, P′(uL)) and (uR, P′(uR)) is named
Li(u), the slope of Li(u) is Ki(Ki < 0). Then, the Li(u) and P′(u) = 0 will
intersect at point Oi.
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Step 3: As P′(uoi) is always above zero, it could set uL = uoi. When P′(uoi) is less
than 0, it always indicates that the weather condition such as temperature
and the solar irradiance has changed. Then uR needs to be reset.

Step 4: By repeating Steps 1–3, there will be a series of points {(uoi, P′(uoi)},
which will converge to the MPP.

In addition, the |Oi+1 − Oi| is the step size of the proposed method, which is
depicted as

P0ðuOÞ ¼ P0ðuLÞ � P0ðuRÞ
uL � uR

ðuO � uLÞþP0ðuLÞ ð29Þ

The intersection of Li(u) and P′(u) = 0 can be expressed as

uO ¼ uL � uL � uR
P0ðuLÞ � P0ðuRÞP

0ðuLÞ ð30Þ

In order to prevent misjudgment, one two-way perturbation method with hysteresis
characteristics is adopted to calculate the slope. The flowchart of the new variable
step-size MPPT algorithm is shown in Fig. 17. When |P′(uoi) − 0| < e, the step size
is automatically adjusted to 0.

Compared with the P&O method in Fig. 18b, the proposed method in Fig. 18a
can search MPP more rapidly. The P&O method is closely related to its step size,
and its large step size makes contribution to faster dynamics but excessive
steady-state oscillations, which finally results in a low efficiency for PV generation.
Furthermore, it will be reversed while the MPPT is running with a smaller step size.
In this process, the voltage of proposed method could converge finally to 36.52 V at
0.01 s. Nevertheless, it will take the P&O method 0.72 s to finish the same process.
Generally, a PV module is comprised of a number of PV cells that are connected in
either series or parallel, and the voltage of MPP is relatively high. In this way, it

Fig. 16 The principle of the
new algorithm
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will take more time for the P&O method to track MPP, which could waste a lot of
energy. In contrast, the new method always has a lager step size when far away
from MPP to obtain a fast response speed and it can reduce the step size near the
MPP rapidly to get better steady-state traits than those of traditional MPPT
strategies with fixed step sizes [26–29].

5.4 The Iterative Algorithm

5.4.1 Novel Linear Iteration Method

A PV power generator is neither a constant voltage source nor a constant current
source and cannot supply stable power to a load. But from the principle of PV, as
discussed above, the I–U curve of PV includes two regions, i.e., the constant current

Fig. 17 The flowchart of the
improved variable step
algorithm
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region when u 2 [0, Um − n] and the constant voltage region when u 2 [Um + q,
UOC], n, q > 0, as shown in Fig. 19. The derivative of the power to voltage (dP/
dU) depicted by curve (1) in Fig. 19, can be described by

P0ðuÞ ¼ ISC 1þC1 � C1 exp
u

C2UOC

� �� �
� C1ISCu
C2UOC

exp
u

C2UOC

� �
ð31Þ

H(ux) is set as the tangent line through point (ux, P(ux)) of the P–U curve, which can
be calculated by

H uxð Þ ¼ P0ðuxÞ � ðu� uxÞþPðuxÞ ð32Þ

h is supposed as an angle between the tangent line H(ux) and x-axis which are
depicted by curve (2) in Fig. 19. Its expression is

h ¼ arctan
dP
du

¼ arctan i� C1ISCu
C2UOC

exp
u

C2UOC

� �� �
ð33Þ

The derivative of arctanðP0ðuÞÞ can be estimated by
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d arctanðP0ðuÞÞ
du

¼ 1

ð1þP0ðuÞ2Þ ð34Þ

when u 2 [0, Um − n] or u 2 [Um + q, UOC], 1/[1+P′(u)
2] shown in Fig. 19 is less

than 0.1. It illustrates that i and u nearly keep constants in the constant current
region and the constant voltage region, respectively. Hence, the estimation of MPP
saves time consumption and achieves high accuracy by using two first-order Taylor
series expansions. From the view of geometry, h is the most intuitive representation
of P′(u), and it changes very slowly when PV system works on the regions of
constant current or constant voltage.

The new algorithm includes linear prediction and error correction. Linear pre-
diction approximately estimates the MPP and brings some errors to the estimation
process. Then, the error correction increases the prediction accuracy by iteration
[30]. The procedures are summarized as follows:

Step 1: Take any two points uL and uR from the PV curve. Let uL 2 [0, Um − n]
and uR 2 [Um + q, UOC]).

Step 2: Define HL(u) is the left tangent line through point (uL, P(uL)), HR(u) is the
right tangent line through point (uR, P(uR)). The corresponding slopes are
P′(uL) and P′(uR), where P′(uL) > 0 and P′(uR) < 0. HL(u) and HR(u) can
be expressed by

HLðuÞ ¼ P0ðuLÞ � ðu� uLÞþPðuLÞ
HRðuÞ ¼ P0ðuRÞ � ðu� uRÞþPðuRÞ

�
ð35Þ

Step 3: As P′(uL) > 0and P′(uR) < 0 are always true, the two tangent lines will
intersect at O1, and set the corresponding point on the PV curve as P1.
Then it considers point P1 as the prediction MPP of the PV curve, so the
segment O1P1 is the truncation error referring to Fig. 20a. And the abscissa
of point P1 is
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uP1 ¼
P uRð Þ � P uLð Þ þP0 uLð Þ � uL � P0 uRð Þ � uR

P0 uLð Þ � P0 uRð Þ ð36Þ

Step 4: The tangent line through point P1 is H(uP1) and its slope is P′(uP1). If
P0ðuP1 [ 0Þ; set uL ¼ uP1 ; otherwise, set uR ¼ uP1 : Referring to (35) and
(36), update P(uL), P(uR), P′(uL), P′(uR), HL(u) and HR(u).

Step 5: Update the intersection point Oi of HL(u) and HR(u) and the corresponding
Pi. Calculate uPi referring to (36). If HðuOiÞ � PðuPiÞj j � e; return step 3
until the terminal condition is satisfied. If the truncation error
HðuOiÞ � PðuPiÞj j\e; e[ 0; the iteration stops, and maintain the operating
voltage uPi until the system restarts or the irradiance changes.

Figure 20a, b describes the processes of linear prediction and error correction.
Figure 20c is the algorithm flowchart. When HðuOiÞ � PðuPiÞj j\e; the algorithm
stops and the operating voltage is maintained until the next duty cycle.

Due to P″(u) < 0, the P(u) can be regarded as one continuous convex function.
According to the PV curve, uO 2 [uL, uR], the interval [uL, uR] will become [uL

i , uR
i ]

after i times error correction, and the equations are obtained as follows

uiO � uiR
		 		 ¼ Li � uiL � uiR

		 		 ð37Þ

Li � uiL � uiR
		 		 ¼ uiþ 1

L � uiþ 1
R

		 		 ð38Þ

where Li is a scale factor less than 1. Thus, it can get

Liþ k�1 � uiþ k�1
L � uiþ k�1

R

		 		 ¼ uiL � uiR
		 		 � Yiþ k�1

n¼i

ðLnÞ ð39Þ

As Li < 1, when k ! ∞, uiþ k
L � uiþ k

R

		 		 will get close to 0. Due to umax 2
uiþ k
L ; uiþ k

R

� �
, the result will finally converge to the MPP ðuiþ k

P ! umaxÞ; as shown
in Fig. 21. Due to the constant area of PV, it can be seen that the first step (linear
prediction) can drive the operation point to the vicinity of MPP rapidly, and then
others will improve the tracking accuracy though repeated iterations. This tracking
style makes a great contribution to working efficiency and energy saving. The point
uL and uR in Fig. 21 are the simulation tracking trajectory of linear iteration.

Figure 22 is the tracking speed comparison between Newton iteration and the
proposed methods. The formula of Newton’s iterative algorithm is

ukþ 1 ¼ Pðuk�1Þ � PðukÞ � P0ðuk�1Þ � uk � P0ðukÞ � uk�1½ �
P0ðukÞ � P0ðuk�1Þ ð40Þ

In Fig. 22a, Newton iteration method has a character of quadratic convergence, and
it just takes eight calculation cycles to obtain the optimal solution under standard
conditions. But it is less stable for great dependence on its initial iteration value,
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which can be solved effectively by the new method in this paper. As shown in
Fig. 22b, when the initial point u0 2 [0, Um], the iteration result of Newton method
will diverge. However, the proposed method has little requirement of the initial
value, and it has almost similar tracking response speed (13 calculation cycles) for
MPP.

Figure 23 gives the simulation result. It sets the increment of new algorithm
Du = 1 V which use to calculate the derivative of P′(u), and the P′(u) can be
express by DP/Du approximately. Set DuS = 1 V in P&O method. From Fig. 23,
the voltage can converge to 36.59 by the proposed method, which is very close to
the theoretical uMPP = 36.52 even with a big increment, while the voltage oscillates
between 36 and 38 by P&O method. It is obvious that the proposed method is more
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accurate than the P&O method even with a big perturbation step. Du is much
smaller than DuS in practice, and hence, the new method could have much higher
accuracy in this condition.

The experimental results of tracking voltage, current, and power by the constant
voltage method, P&O method and the linear prediction method are given in Fig. 24
[31, 32]. Figure 24a shows the 0 voltage starting-wave of P&O method with step
size of 1 V. The scanning process is so obvious that it could be easily caught from
this figure. This method must measure the voltage and current step by step, which
needs up to 10 s to finish the scanning process. The proposed method with
Du = 0.05 V is demonstrated in Fig. 24b where the point A and point B is uL and
uR, respectively. The process between uL and uR is made by linear prediction, and
after three times error corrections as shown clearly in Fig. 24b, the new method will
converge to MPP finally. Theoretically, the convergence speed of the new method
is faster than P&O method. But it takes 15 s to finish the whole tracking process,
6 s for linear perdition and 9 s for error correction, which do not exhibits a very
good dynamic performance like simulation results. It just because the system should
reach the steady state in each MPPT cycle that is always controlled by the PI model
before another MPPT cycle begins, when there are lots of outside interferences.
This method will have a good performance under the high voltage and high power
situation.

5.5 The Probability Algorithm

5.5.1 The Constant Voltage Tracking

Constant voltage tracking (CVT) method is one of the open-loop MPPT methods on
basis of the output characteristic curve, which is the simplest one of all MPPT
methods. As shown in the Fig. 25, under the condition of a certain temperature and
the value of temperature change is not big, when the irradiance changing, both
MPPs distributed in a vertical straight line on both sides, the output voltage of PV
cells generally does not change. Therefore, the output voltage of the PV power
supply control near the MPP of a constant voltage, the PV cells will work under

0 0.02 0.04 0.06 0.08 0.1
0

50
 The  linear iteration method 

The  P&O method. V
ol

ta
ge

 (
V

)

Time (s)

Fig. 23 The simulation results of linear iteration method and P&O method
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approximate maximum power. Convert MPPT control to constant voltage control
actually, which is the theory basis of constant voltage control.

The CVT transmission algorithm based on the mathematical model of PV cells,
and find out the maximum output voltage of PV cell point, this method is simple,
and the operation is convenient. But due to ignoring the influence of temperature on
the PV cell output voltage, therefore, the larger temperature difference, the CVT
method of MPPT error become greater. It cannot achieve the true sense of maxi-
mum power tracking. Although CVT method is difficult to realize MPPT accu-
rately, but it has advantages as simple and quick close to the MPP, so the CVT
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method is often combined with other methods of closed-loop MPPT, which can
adopt the CVT method in PV systems at the process of start to close the MPP
voltage quickly, and then use the other closed-loop MPPT algorithm of MPP for
further search. This combination of MPPT method can effectively reduce the power
loss in the process of start, which is caused by the far away from the area of MPP to
search. Voltage tracking method can be used in low price and simple system in
which control requirements is not high in general.

5.5.2 The Probability Algorithm

According to the viewpoint of probability, the two-stage method and CVT actually
belong to probability algorithms. For an input/output system, X and Y are the input
and output sets, respectively. Set the input variable x 2 X, output variable
y 2 Y and X = {(x, y)|x 2 X, y 2 Y}, where X = {x|x = fR}, Y = {uMPP, �uMPP}.
The function Prob could be defined as the probability function for output y is equal
to uMPP if the input x is equal to fR [32–36].

Prob fR; uMPPð Þ ¼ fY jX uMPPjfRð Þ ¼ f fR; uMPPð ÞR
a2Y f fR; að Þda ð41Þ

where f is the distribution function of X. As discussed above, there are three
different types of probability functions about uMPP, i.e., Prob(fR(u), uMPP), Prob
(fR(p), uMPP), Prob(fR(u, p), uMPP), can be proposed based on the statistical regu-
larities in P–U coordinate system. From the previous studying, the two functions,
Prob(fR(u), uMPP), and Prob(fR(u, p), uMPP) in this probability theory, can be
illustrated with the example of CVT method and two-stage tracing method.
The CVT method is derived from the observation that, usually, the MPP voltage is
located at a fraction of open-circuit voltage (UOC). Then, the probability function of
this method can be expressed by Prob(fR(u), uMPP), where fR(u) = kUOC, k = 0.8.
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ProbðkUOC; uMPPÞ ¼ 1; u ¼ kUOC

0; u 6¼ kUOC

�
ð42Þ

The CVT method voltage is always used to track the MPP under uniform insolation.
With the regulation of MPP, CVT method can be used under PSCs also. The
two-stage tracing method is always adopted to track the MPP under PSCs [33]. In
the first stage, the control process moves the operating point into the vicinity of
MPP on the load line Rpm = Upm/Ipm, where Upm and Ipm are approximately equal
to 80 and 90 % of the open-circuit voltage UOC and short-circuit current ISC of the
PV array [34, 35]. Set the intersectional of load line and curve I–U is (u0, i0), where
i0 is equal to IPV(u0) and IPV(u0)Upm − Ipmu0 = 0. As discussed above, the prob-
ability function Prob(fR(u, p), uMPP) can be safely conducted.

Prob fR u0;P u0ð Þð Þ; uMPPð Þ ¼ 1; fR u0;P u0ð Þð Þ[ 0
0; fR u0;P u0ð Þð Þ\0

�
ð43Þ

The function fR (u0, P(u0)) can be expressed as

fRðuÞ ¼ u
PðuÞ=u þ du

dPðuÞ=u
� �

IMPP � P uð Þ
u

� �
ð44Þ

where P(u) is the output power function of PV arrays.
However, if the global power peak lies on the left side of the load line (Rpm), the

operating point is temporarily shifted to 90 % of UOC, thereby missing the MPP
[36]. According to this theory, the key of the probability method is to find the
relationship between MPP and sampling points. i.e., u1, u2…uN. The simplest
probability function of proposed method can be expressed as

probðûmax; uMPPÞ ¼ 1; ûmax � Du	 umax 	 ûmax þDu
0; umax 	 ûmax � Du; umax � ûmax þDu

�
ð45Þ

where ûmax is the maximum sampling point and NB(ûmax, Du) = {u|ûmax − Du <
u < ûmax + Du} is the neighborhood of ûmax. But the study of this method is still at
the beginning.

Figure 26 illustrates the experimental results of the tracking current, voltage, and
power for three schemes. Figure 26a is the two-stage MPPT method. In this
method, firstly, the short-circuit current ISC and open-circuit voltage UOC should be
sampled. Then, the equivalent load line Rpm = Upm/Ipm and reference voltage could
be obtained. However, this two-stage MPPT method failed to track the MPP, as the
global peak (GP) lies on the left side of the equivalent load line 0. The proposed
method under partial shade is demonstrated in Fig. 26b. It takes 5 s to finish the
sampling process and 5 s to decrease the operating voltage to the neighborhood of
most likely sampling point which records in the memory card. As the number of
sampling points is equal to 7, the step size of sampling process is 2 V. As
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previously mentioned, this algorithm can estimate a most likely interval for MPP
and assure a larger power output state relatively, no matter what PV output char-
acters are.

6 Conclusion

In order to improve the efficiency, MPPT methods are always used in PV gener-
ation system. As the performance of conventional methods is not very good, some
improved MPPT methods are introduced in this section. The fuzzy controller
samples the data through fuzzy logic to determine the positional relationship
between the operation point and MPP. The neural network algorithm can estimate
the MPP of PV arrays real-time when the train process which based on a large
number has finished. These intelligent methods show many advantages like a high
accuracy and a better stability. For most of the fix-step algorithms, the step size of
MPPT methods determines how fast the MPP is tracked. The fixed step algorithm
cannot meet both speed and accuracy. So the variable step tracking algorithm is
proposed. As the mathematical properties of P′(u) has a great difference in both
sides of the MPP and the maximal step-size and scaling factor always make
influences with each other. It is difficult to determine these two parameters. This
section provides two improved variable step-size MPPT algorithms and one linear
iteration method that are based on numerical calculation and trigonometric function
to solve this problem. Comprehensive simulation and experiment results verify the
feasibility of the proposed method. Comparing with P&O method, the advanced
MPPT methods have a better dynamic and steady performance. This section also
makes fully analysis of PV MPPT process from the constant current region and
constant voltage region separately.
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Maximum Power Point Tracking
Methods for PV Systems

Sarah Lyden, M. Enamul Haque and M. Apel Mahmud

Abstract Maximum power point tracking (MPPT) is an important consideration in
photovoltaic (PV) systems. These systems exhibit variable nonlinear current–voltage
(I–V) and power–voltage (P–V) characteristics which vary with environmental
conditions. The optimum operation of a PV system occurs when the system operates
at the unique maximum power point (MPP) for the given environmental conditions.
Key environmental conditions include the irradiance on the cell, temperature of the
cell and any shading phenomenon. Shading can occur due to objects, dust or dirt and
module mismatch arising from damage or manufacturing tolerances. These shading
effects introduce further nonlinearity into the I–V and P–V characteristics of the
system. An extensive variety of MPPT techniques has been proposed which vary
from simple estimation techniques to advanced tracking techniques. In this chapter,
the criteria for assessing the performance ofMPPTmethods are defined followed by a
complete description and discussion of both techniques designed for uniform envi-
ronmental conditions and those designed for non-uniform environmental conditions.

Keywords Maximum power point tracking � Photovoltaic systems � Partial
shading conditions

1 Introduction

Maximum power point tracking (MPPT) techniques can be classified as those that
are designed for uniform environmental conditions and those that are designed for
non-uniform environmental conditions. Each of these categories contains many
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different approaches for ensuring the efficient operation of a PV system. A PV
system is limited by the environmental conditions to which it is exposed. In the real
outdoor environment, PV systems will experience rapidly varying irradiance due to
cloud cover, damage and cell mismatch, and shading from objects in the environ-
ment. The operation of PV systems under these real environmental conditions has
sparked the development of techniques designed for non-uniform environmental
conditions.

PV systems have a high cost of energy [1] and must be operated effectively to
utilise this investment. PV systems have nonlinear current–voltage (I–V) and
power–voltage (P–V) characteristics which lead to a unique point corresponding to
the maximum available power. This maximum power point (MPP) will vary with
both irradiance and temperature. When PV systems operate in the real outdoor
environment, it is possible that the modules will experience different levels of
irradiance and cell temperature based on orientation, shading from objects in the
environment or due to cell mismatch and damage. These non-uniform conditions
increase the nonlinearity of the I–V and P–V characteristics leading to multiple
MPPs due to the presence of bypass diodes internal to each module. Under
non-uniform environmental conditions I–V and P–V characteristics such as those
shown in Fig. 1a, b, respectively, are produced.

In this chapter, the criteria for assessing the performance of a MPPT method are
defined based on the performance in both uniform and non-uniform environmental
conditions. The main MPPT methods are described and discussed with respect to
their performance against these criteria. Two key factors influence the performance
of PV systems substantially. These factors are rapidly changing irradiance, and
non-uniform irradiance. Each factor has a different effect on the system and can be
accommodated by different MPPT approaches.

This chapter first introduces the importance of MPPT in PV systems and then
defines appropriate criteria for assessing the performance of such methods. MPPT
techniques are then described and assessed based on the following grouping of
techniques:

Fig. 1 Characteristics for three modules under non-uniform environmental conditions. a I–V,
b P–V
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• Techniques intended for uniform environmental conditions
• Techniques designed or modified to accommodate non-uniform environmental

conditions

The chapter concludes with some remarks regarding the future of MPPT
development and an assessment of the usefulness of existing techniques.

2 Criteria for Assessing MPPT Methods

In assessing the performance of MPPT methods, it is important to consider the
environment within which PV systems operate. The outdoor environment presents
rapidly changing irradiance due to the passage of clouds across the sky, and may
involve non-uniform irradiance occurring across the modules in a system due to
shading. Shading could arise as a result of structures or trees in the nearby envi-
ronment, or due to cell degradation, mismatch or damage [2]. In assessing MPPT
methods, the following list of criteria has been established to identify which
techniques are effective MPPT methods for both uniform and non-uniform condi-
tions [3].

• Able to differentiate between a global and local maxima
• Ability to locate the global maxima
• Quickly track to the maxima
• Quickly track under a change in environmental conditions
• Minimal oscillations in steady state
• Minimal dependence on the key electrical parameters of the PV panel or on

system-specific parameters
• Minimal cost and complexity

These criteria will be considered with respect to each MPPT method identified in
this chapter.

3 Conventional MPPT Methods

A variety of MPPT methods proposed in the literature can be considered as con-
ventional MPPT techniques. A conventional MPPT method is a method which has
been traditionally designed to work for uniform environmental conditions. The
conventional techniques considered in this section include, maximum power point
estimation (MPPE) techniques, hill climbing methods, artificial intelligence meth-
ods and other categories of conventional techniques.
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3.1 Maximum Power Point Estimation

Maximum power point estimation (MPPE) techniques represent the simplest form
of conventional technique for controlling the power captured from a PV system.
These techniques utilise a measured value and predefined relationships to identify a
likely MPP location. The predefined relationship is usually defined between known
quantities for uniform environmental conditions.

The simplest MPPE methods rely on relating either the short-circuit current or
the open-circuit voltage to the MPP current and voltage, respectively via a linear
relationship. These techniques are called the fractional short-circuit current and
fractional open-circuit voltage methods. A constant of proportionality is used in
each case to relate the measured quantity to the desired quantity as shown in (1) and
(2). Here the constant k1 typically takes a value between 0.71 and 0.78, and k2
between 0.78 and 0.92 [4].

Vmpp ¼ k1Voc ð1Þ
Impp ¼ k2Isc ð2Þ

These techniques provide a very simple approximation of the MPP location
based on a linear relationship that will degrade with time. Under non-uniform
environmental conditions, these techniques will also have poor performance as the
linear relationship will be unable to capture the complexities of shading [5].

The next class of MPPE methods utilise more than one measurement to improve
the estimation of the MPP location. Six current–voltage (I, V) pairs can be sampled
to provide an approximation of the I–V curve and therefore predict a likely MPP
location [6].

Other MPPE approaches take a model-based approach by utilising either
empirical relationships [7] or analytical relationships [8, 9] to provide an estimation
of the MPP location under particular environmental conditions. These techniques
provide a good estimation of the MPP location under uniform environmental
conditions; however, the analytical and empirical relationships cannot capture
information relating to non-uniform shading of the system.

The MPP locus is also defined as a MPPE technique. This technique provides a
relationship linking the locations of the MPPs under different irradiance levels
along the I–V characteristic [10–13]. An example MPP locus is shown in Fig. 2.
From the inspection of Fig. 2, it can be seen that the MPP locus follows a curved
path. Usually in MPP locus implementations, this curve is approximated as either
linear or piece-wise linear [12]. To use the MPP locus technique, just like with the
simple fractional techniques, some system parameters must be measured to provide
an estimation of the MPP location. While this measurement is taken, although only
for short fraction of time, the system power output will be zero if the short-circuit or
open-circuit condition is used [10]. The MPP locus as shown in Fig. 2, is defined
based on uniform operating conditions. The complexity of non-uniform environ-
mental conditions cannot be expressed with the MPP locus method.
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Another MPPE method with increased complexity involves utilising an iterated
unscented Kalman filter with six measured (I, V) points and information of the
I–V and P–V curves from the manufacturer datasheet to first approximate the
parameters of a simple model (the single diode model) and then estimate the MPP
location from the characteristic [14]. Again this model fitting approach will only be
applicable to uniform operating conditions.

In general, all MPPE estimation techniques rely on some predefined relation-
ships and some real-time measurements to provide an estimation of the likely
location of the MPP. Each technique contains an approximation which is primarily
based on the key characteristics under uniform environmental conditions and this is
why these techniques perform poorly under non-uniform environmental conditions
or when partial shading arises in the environment.

MPPE can be executed very quickly as it typically only relies on taking one or a
limited number of samples of operating points for the system. The techniques,
however, cannot guarantee that exact MPPT will occur and power losses occur
when sampling the open-circuit voltage and short-circuit current. As the cells
degrade over time the performance of the estimation methods will also degrade.
Each MPPE method exhibits no oscillations in steady state and can be easily
implemented with both low cost and low complexity.

3.2 Hill Climbing Methods

Hill climbing methods are based on a key property of the P–V characteristic of PV
systems, i.e., the MPP is a maxima around which the power decreases on either
side. Hill climbing methods include Perturb and Observe (P&O), Hill Climbing
(HC) and Incremental Conductance (IncCond). All of these methods are based on

Fig. 2 MPP Locus
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the same premise, that a perturbation in some control variable, be it the current,
voltage or duty cycle [15], can lead to determining a suitable tracking direction to
locate the MPP.

Typically HC uses a perturbation in the duty ratio of the converter [4, 16], and
P&O and IncCond may use a perturbation in the voltage [4, 17]. Current pertur-
bation is rarely used because it has a slow transient response under a change in
irradiance and the signal is more prone to noise [15].

Each hill climbing method essentially compares the change in power that occurs
with a perturbation in the operating point to determine a suitable direction to track
the MPP. For instance, on the left of the MPP a positive step in voltage will result in
a positive step in power so the technique will continue to take a positive step in the
voltage. However, on the right hand side of the MPP, a positive step in voltage will
result in a negative step in power so the technique will reverse the direction of the
perturbation in the control variable. When operating at the MPP, the derivative of
the power with respect to the voltage should be zero. These relationships, applicable
particularly to the P&O method, are given in (3).

dP
dV

[ 0 ! left of MPP

dP
dV

¼ 0 ! atMPP

dP
dV

\0 ! right of MPP

ð3Þ

The flowchart of the P&O method is shown in Fig. 3.
The IncCond approach is built on the same idea and involves comparing the

instantaneous and incremental conductance under each perturbation to determine
the next direction to sample in. Equations (4) and (5) describe the operation of the
IncCond technique. The flowchart of the IncCond method is shown in Fig. 4.

dP
dV

¼ dðIVÞ
dV

¼ IþV :
dI
dV

� IþV :
DI
DV

ð4Þ

Fig. 3 Flowchart of the P&O method
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ð5Þ

The P&O and HC approaches are shown to have good steady-state performance
under consistent environmental conditions [18, 19]. However, when rapid changes
in irradiance occur, these methods have a tendency to lose the MPP and initially
track in the wrong direction [20–22]. The IncCond technique experiences the same
limitations as the P&O and HC implementations. The authors of [23] suggest that
the IncCond technique should be considered as a particular implementation of P&O
rather than as a technique in its own right, due to the similar performance and the
fact that both techniques are formulated on the same premise. However, results in
[24] suggest that the IncCond technique has advantages when compared with P&O,
including having a more rapid response to changes in irradiance and fewer oscil-
lations under steady-state conditions. The IncCond technique can also be consid-
ered to have improved robustness to measurement noise due to the fact that the
control decision is dependent on the values of two distinct variables [25].

Fig. 4 Flowchart of the IncCond method
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All HC approaches to MPPT are commonly used in commercial inverters due to
their simplicity and low cost of implementation [16, 18, 19, 22]. The operation of
these techniques does not rely on knowledge of the PV module characteristics and
is only limited by the appropriate choice of step size [22, 26]. A large step size
ensures a quick convergence, however, leads to a large oscillation and subsequent
power loss occurring around the MPP. A small step size leads to a slow tracking
speed with minimal oscillations around the MPP [18, 19]. In designing a HC-based
MPPT implementation this tracking speed and steady-state performance trade-off is
a significant issue. Another key limitation of HC approaches is that these are unable
to distinguish between local and global maxima, as the method will simply track
until it first locates a MPP regardless of if this is the global MPP (GMPP). In the
event that a change in the environmental conditions occurs simultaneously with an
applied perturbation, these techniques do not have the intelligence to distinguish
which of these factors has resulted in the change in power [20]. For instance, if a
positive step in voltage is applied at the same time that the irradiance increases, the
power at the operating point may increase regardless of if continuing to step in this
direction will lead to the MPP.

A multitude of enhanced HC approaches is developed in the literature with the
goal of addressing the key limitations of the basic implementation outlined above.
In particular, these enhanced HC approaches work to address the trade-off between
tracking speed and steady-state dynamics, the tendency to track in the wrong
direction when an irradiance change occurs, and improve the performance of the
technique under non-uniform environmental conditions. A small subset of the
enhanced techniques and their performance are described below.

To address the trade-off between tracking speed and steady-state dynamics, a
variable step size implementation is a logical choice [16, 21, 27–29]. A variable
step size implementation will apply a large step when the operating point is far from
the MPP and this step size will reduce as the MPP is approached. Many of these
variable step size implementations rely upon the definition of a scaling factor which
must be developed and tuned for the particular system and conditions [21]. This
dependency on a system defined parameter impacts on the universal application of
the variable step size implementation to other PV systems.

Specific to the IncCond implementation, based on the I–V characteristics, when
operating on the left hand side of the MPP location there may be a potential
tracking delay due to the sensitivity of the incremental conductance. This arises due
to the fact that DI � 0 when operating in the current source region. To avoid this
tracking delay a PI-INC method is proposed which utilises power-increment coarse
tracking along the P–V curve until a certain zone, termed the Threshold Tracking
Zone (TTZ) is entered [30]. Inside the TTZ the IncCond technique is applied in the
standard form.

Some approaches have attempted to move away from system-specific parameters
in developing a variable step size implementation of HC. Such attempts include
developing an adaptive perturbation based on the change in PV power controlled
with PI control [18], optimising the perturbation period utilising an online proce-
dure based on a cross correlation method [31], and basing the step size onM:dP=dV
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in the delta P&O implementation where M is a scaling parameter which is auto-
matically tuned [21].

To avoid tracking in the wrong direction under an irradiance change, approaches
such as dP-P&O have been proposed [19, 32]. This technique takes an additional
power measurement in the middle of the sample period to enable the change due to
perturbation and the change due to environmental conditions to be isolated. The
change due to the MPP perturbation and the irradiance change is encapsulated in
dP0:5 and the change just due to the irradiance is given in dP1. The change in power
due to the perturbation can be found by considering (6) to (8).

dP0:5 ¼ Pðk � 0:5Þ � Pðk � 1Þ ð6Þ

dP1 ¼ PðkÞ � Pðk � 0:5Þ ð7Þ

dP ¼ dP0:5 � dP1 ð8Þ

Another approach to minimise the time spent tracking in the wrong direction
when a change in irradiance occurs, integrates the full curve estimation (FulCurvE)
method with a HC approach [21]. This method utilises the trend of the power-duty
cycle curve (P-D) and obtains three sampled points at a speed faster than atmo-
spheric changes to decide the direction of the next step. By integrating the
FulCurvE method with the delta P&O method an implementation can be developed
that has both good steady-state and dynamic performance with minimal drift under
changes in environmental conditions [21].

Other strategies to address both the limitations of HC techniques include using
an adaptive step size with the dP-P&O technique [33], combining P&O with model
predictive control [34], utilising direct control methods with P&O [15] and fuzzy
approaches to HC [16].

Generalised P&O (GPO) is a method designed to address the tendency of the
P&O method to become trapped in local power curve traps that arise due to
measurement noise [35]. In the GPO method, the measured power at the current
step is compared with a previously measured power, not necessarily the most
recent, based on some scaling factor a1\1. The value of a1 is selected to avoid
becoming trapped in any small power curve traps that arise on the P–V charac-
teristic due to measurement noise and can be calculated using (9).

a1 ¼ Pt;min

Pt;max
ð9Þ

Another approach to improve the performance of HC methods includes the
3-points incremental P&O (3PI-P&O) method which uses sampling at three points
to determine the next tracking direction [36]. As this method relies on the sampling
of three points, it can detect more states than conventional P&O approaches and has
improved ability to track in the correct direction when a change in the environ-
mental conditions occurs.
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Standard HC approaches such as HC, P&O and IncCond are limited by trade-
offs between the tracking speed and oscillations in steady state due to the choice of
step size. The techniques are also incapable of distinguishing between local and
global maxima and of locating more than one maxima under given environmental
conditions. These techniques, however, do have minimal complexity and cost of
implementation which makes them popular options in commercial PV inverters. As
described in this section, several enhanced HC approaches have been identified to
minimise the key limitations identified for these techniques, however, each of these
implementations adds to the complexity of the control or introduces system-specific
parameters.

3.3 Artificial Intelligence Methods

MPPT techniques based on artificial intelligence methods for uniform environ-
mental conditions include techniques based on fuzzy logic and artificial neural
networks (ANN).

Fuzzy logic enables inputs and possible outputs or outcomes to be represented
on a scale rather than as true or false values. The fuzzy inference process is used
when solving a particular problem using a fuzzy system, and involves fuzzifying
the inputs, evaluating the rules, combining the rule outputs and then defuzzifying
the output [37].

With respect to fuzzy logic-based MPPT implementations, there are two distinct
categories. These involve using fuzzy model-based approaches [38–43], or using
fuzzy logic to decide variable step sizes to use with other conventional techniques
[16, 27, 44–46]. The Takagi-Sugeno fuzzy system requires few rules and coeffi-
cients and therefore can be implemented with lower complexity and computational
time than the Mamdani method [39–41, 47]. For this reason, Takagi-Sugeno is
frequently used in MPPT implementations. One key limitation of fuzzy logic-based
approaches to MPPT is that the technique must be designed for a specific system
and is not generalizable.

ANNs are modelled based on the structure and interactions of the human brain.
Neurons with links comprise the ANN and model the reasoning processes used in
the human brain by adjusting the weighting assigned to the links between neurons.
During training, the weights of the links are adjusted allowing the network to learn
[37]. ANNs are composed of an input layer, one or more hidden layers and an
output layer.

Typically MPPT approaches utilising ANN develop a nonlinear mapping
between the environmental conditions and a MPP location [42, 48, 49]. However,
over time the cells will degrade and this nonlinear mapping may no longer represent
the location of the MPP under particular environmental conditions [48]. Frequently,
ANN-based MPPT approaches rely on weather data inputs; these, however, can be
difficult to measure and may not always be available in the same location as the PV
installation [42, 49].
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ANN approaches can be effectively utilised in two stage approaches with other
conventional techniques such as P&O. In a two stage approach, the ANN will
approximate the MPP location and then the P&O method with a small step size can
track to the MPP exactly [42]. This minimises the need for periodic retraining of the
ANN as the cells degrade and minimises the oscillations in steady state as P&O can
be applied with a relatively small step size. Other two stage approaches incorporate
ANN with IncCond [48].

Fuzzy logic and ANN-based techniques for PV MPPT generally rely on map-
ping or modelling the nonlinear I–V and P–V characteristics. Extensive calculations,
however, may be required in their execution [50]. As the cells degrade, the initial
mapping developed under uniform conditions will no longer match with the actual
characteristics and the techniques have no capability to model non-uniform envi-
ronmental conditions. Retraining of the ANN algorithm as the cells degrade has the
potential to improve the performance, however, adds to the cost of implementation
and highlights that these techniques are system specific. When combined in a two
stage approach with a technique such as P&O or IncCond, small oscillations may be
exhibited in steady-state operation.

3.4 Other Methods

A variety of other techniques are also proposed in the literature for performing
MPPT under uniform environmental conditions. A subset of these will be con-
sidered in this section to highlight the breadth of the field of MPPT for PV systems.
The techniques considered in this section include beta method, parabolic curve
prediction, ripple correlation control (RCC), extremum seeking control (ESC),
bisection search theorem, sliding mode control and MPPT through optimisation of
output parameters.

3.4.1 Beta Method

The beta method for MPPT relies on an intermediate variable b defined in (10).
When at the optimum point, the variable b should be constant. The technique acts to
drive this parameter to a constant value through a control loop [51, 52]. Once the
parameter b is calculated, it is compared with the reference value range given by
bmin to bmax to determine if the system has reached steady state. Inside this range, a
conventional MPPT method such as HC can be applied to track the MPP directly
[51, 52]. When outside of the range, the error is calculated and a new duty cycle for
testing is established. The parameter b is quite insensitive to changes in the envi-
ronmental conditions and the b method can be an effective approach for MPPT as it
provides quick tracking to the MPP under normal and changing environmental
conditions. The definition of the range bmin to bmax will not make it possible for the
technique to distinguish between local and global maxima.
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b ¼ ln
Ipv
Vpv

� �
� cVpv ð10Þ

where c ¼ q
AkTNs

, q is the electron charge (1:6� 10�19 C), A is the diode ideality

factor, k is the Boltzmann constant (1:38� 10�23 J/K), T is the temperature on
absolute scale (K), and Ns is the number of series connected cells.

3.4.2 Parabolic Curve Prediction

Parabolic curve prediction relies on defining a parabolic curve based on three duty
cycle working points and their corresponding powers to predict the next suitable
duty cycle to sample [53]. Tracking along the curve defined by the three working
points will allow the method to converge to the MPP and the performance under
rapidly changing environmental conditions has been experimentally verified. By
sampling three points rather than comparing two points as is done with other
conventional MPPT techniques, this method is more robust and has a reduced
chance of tracking in the wrong direction when a change in conditions occurs. This
technique promotes quick convergence with no oscillations in steady-state
operation.

The parabolic curve is defined by the three powers P1, P2 and P3 and their
corresponding duty cycles d1, d2 and d3. Shifting of the duty cycles occurs to ensure
that the power measurement for P2 is centrally located and the largest of the three
powers. An example of parabolic curve shifting process is shown in Fig. 5. When a
change in irradiance occurs, the technique may need to shift and rearrange the duty
cycles to ensure that the central measurement is the largest. This shifting and

Fig. 5 Sample parabolic curve prediction
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rearranging may affect the efficiency of the technique under a change in environ-
mental conditions.

3.4.3 Ripple Correlation Control

Ripple correlation control (RCC) makes use of the switching ripple from switching
converters to enable MPPT [54–56]. The switching ripple creates a kind of per-
turbation in the system and by utilising an integrator to drive the signal error to zero
observation can be realised similar to the P&O method. RCC enables MPPT to be
achieved in a similar way to P&O, but without the need for an external perturbation.
This means that the technique will not exhibit oscillations around the MPP and will
converge asymptotically to the MPP without requiring knowledge of the system
parameters. Discrete implementations of the RCC approach are less expensive and
can be more flexible as well as robust [54].

RCC is enhanced by utilising a PWM dithering signal which can improve the
average PWM resolution and lead to fast tracking speed and accuracy [57].

3.4.4 Extremum Seeking Control

Extremum seeking control (ESC) approaches are quite similar to RCC, but require
an external dither signal to be used. ESC can be enhanced by knowledge of the
system model, such as in the Adaptive ESC (AESC) approach [58]. Reducing the
perturbation size when in the neighbourhood of the MPP enables the ESC approach
to converge directly to the MPP rather than to a limit cycle surrounding the MPP
[59]. This can be achieved by utilising a Lyapunov-based switching scheme.

3.4.5 Bisection Search Theorem

Bisection search theorem (BST) is a bracketing approach for locating the roots of
equations. For MPPT, BST can be applied on a function defined to link the change
in power to the voltage [60]. The roots of this function are found by regulating the
voltage of the system and by progressively reducing the size of the interval the MPP
can be identified. Under non-uniform operating conditions, the technique cannot
distinguish between local and global maxima.

BST is also sometimes referred to as binary search. Binary search and RCC have
been combined to provide a fast and efficient searching for the MPP under uniform
operating conditions and when a change in the irradiance occurs [61].

A linear prediction method which extends the Newton iterative method utilises a
left and right tangent to enable searching [62]. The MPP can be tracked rapidly
using this approach without needing a step size reference. The steepest descent and
centred differentiation can be combined to perform MPPT [63]. In this particular
implementation, the perturbations are ceased when the MPP is located to avoid
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oscillations occurring in steady state. When a change in the environmental condi-
tions occurs, the tracking is reinitialised by detecting a change in the resistance or
conductance of the panel.

3.4.6 Sliding Mode Control

Sliding mode control (SMC) has good performance and insensitivity to parameter
variations which makes it a good optimisation and control method [64].
A switching surface must be defined in a SMC implementation that represents the
dynamics required by the particular system. A variable structure control is also
needed that allows any state far from the switching surface to be driven to the
switching surface [65].

SMC-based approaches have been proposed for PV MPPT including hybrid
methods that combine SMC with fuzzy-based MPPT [41], current-based P&O [66],
IncCond [67] or with a dynamic optimal voltage estimator [68]. SMC approaches
require an appropriate sliding surface to be defined; however, it is not possible to
define a surface that will be applicable for all uniform and non-uniform conditions
[69].

3.4.7 Optimisation of Output Parameters

In some cases MPPT is achieved by optimising the output of the DC–DC converter
to which the PV module is connected rather than locating the MPP on the PV panel
side. These implementations often rely on a single sensor and achieve MPPT by
optimising the output parameters of the converter such as optimising the load
current or the voltage [24, 70, 71]. Due to losses occurring in the DC–DC converter,
the optimised converter output will not match directly with the MPP of the PV
panel itself [70]. A common assumption in single sensor and output parameter
maximisation approaches is that the converter is lossless, such that maximising the
load power achieves MPPT [4]. As loads can typically be classified as voltage
source type, current source type, resistive type or as a combination, each type of
load has an inherent parameter which could be optimised. For instance, for a current
source type load, to obtain maximum power it would be necessary to maximise the
load voltage, however, a costly current sensor would be required in the process
[71]. By maximising some output parameters based on knowledge of the load type,
single sensor implementations become possible which reduces the overall cost of
the PV system.

A variety of different single sensor approaches are possible including measuring
the reference inductor current and correlating this with PV output current for MPPT
[72], P&O with a single current sensor [73], gradient ascent algorithm with a single
voltage sensor [7], and a single sensor to measure the voltage across a capacitive
load to correlate with the tracking direction towards the MPP [74]. Mutli-channel
systems (systems comprised of multiple PV modules which can be controlled
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independently), can also be developed as single sensor approaches [75]. A single
voltage sensor is utilised with an adaptive neuro-fuzzy (ANFIS) solar cell model to
improve the MPPT response time while minimising the hardware requirements
[76]. Single voltage sensor applications can also be used with advanced power
electronics interface such as a double capacitor interface (DCI) converter to follow
the MPP through charging the DC link of the inverter [77]. Model predictive
control (MPC) can be utilised with a single voltage sensor to approximate the
current and apply the P&O method in an implementation that has a faster response
when rapid changes in the environmental conditions occur [78].

When compared with other MPPT techniques, single sensor and output max-
imisation techniques present a lower cost and complexity due to the use of a single
sensor. However, these methods are not true MPPT techniques of the PV module,
as they optimise the output from a unit comprised of both the PV module and the
associated power electronics. Depending on the actual implementation of the single
sensor approach, the reduction in sensors does not improve the performance in
distinguishing between local and global maxima and may exhibit oscillations in
steady state. The techniques can be operated free from system dependent param-
eters or knowledge of the PV module characteristics and represent an ideal
approach for PV systems employed in applications where a low cost is a key
driving factor.

4 Methods Designed for MPPT Under Non-uniform
Environmental Conditions

In this section, methods designed to operate more successfully under non-uniform
environmental conditions are outlined. A basic classification is used where tech-
niques either involve modification of a conventional technique to improve its
performance under non-uniform conditions, techniques built on observations of the
key characteristics of the P–V and I–V characteristics under partial shading, or those
techniques designed specifically for non-uniform environmental conditions.

4.1 Modification of Conventional Techniques for MPPT
Under Non-uniform Environmental Conditions

As has been described in previous sections, conventional MPPT techniques fre-
quently fail to track a global maxima when non-uniform environmental conditions
are experienced. A few simple strategies have been applied to conventional tech-
niques to improve their performance under such conditions, however, these
strategies do not necessarily guarantee global MPPT (GMPPT). The strategies used
involve periodic reset and periodic curve scanning, widening the search range and
two stage methods.
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4.1.1 Periodic Reset and Periodic Curve Scanning

By incorporating a periodic reset or a periodic curve scan, the performance of
conventional MPPT techniques in locating the global maxima can be improved
slightly. Often periodic reset is utilised as a means to reduce the likelihood that the
method will become trapped in a local maxima, such as the use of the periodic reset
with the 3PI-P&O method [36]. By moving the system operating point to a random
point every 5–10 min, the probability of finding the global maxima is increased, but
not guaranteed.

Periodic searches can be used to define the P–V and I–V characteristics under
certain environmental conditions to then facilitate more accurate MPPT. These
scans typically occur every 15 min [79] and then a conventional technique is
applied to track the MPP exactly. By utilising a fast sweep of the characteristics, the
power losses can be minimised [80]. A sweep of the characteristics could be
achieved by disconnecting the load for a short-period of time and connecting the
system to an external capacitor [81]. However, when sweeping the entire P–V curve
there is a considerable disadvantage which arises due to the fact that there are
regions of the characteristic where the MPP is unlikely to be located. Additionally,
extra circuit components such as switches, resistors, and capacitors are often needed
to perform a periodic curve trace which will add to the cost and complexity of
implementation.

Periodic scanning has also been used to enhance the performance of MPPE
techniques by updating the constant of proportionality, defining the fractional
short-circuit current and open-circuit voltage techniques [4]. This minimises the
impact that a change in environmental conditions has on these simple techniques
but also adds to the cost and complexity. Additionally, if a change in environmental
conditions occurs before a new constant of proportionality is determined; the
method may operate at a point far from the MPP.

A periodic reset or curve scan can enhance the performance of a conventional
MPPT technique but is unable to guarantee that the system operates at the global
optimum point under all conditions. The implementation of these strategies will
result in a minimal increase in the cost and complexity of each of the conventional
MPPT techniques.

4.1.2 Widening Search Range

Increasing the searching range of conventional MPPT techniques has also been
utilised to improve the use of such techniques under non-uniform environmental
conditions [16, 80, 82, 83]. Increasing the search range adds to the time required for
searching and may also lead to considerable power losses during the tracking
process. Rather than searching the entire solution space, some approaches recom-
mend searching in optimal regions [1, 84]. These optimal regions can have local
optimisation performed within them to enable effective determination of the GMPP
[1]. Other approaches include searching first on the left and then the right of a
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located optimum in the process of finding the global optimum [85]. However, under
certain environmental conditions this may require that most of the P–V curve be
considered.

4.1.3 Two-Stage Method

Two-stage methods, where typically a conventional technique such as P&O oper-
ates in the second stage, are a viable option to improve the performance of MPPT
under non-uniform environmental conditions [28, 85–87]. In the first stage some
process is applied that will move the operating point near to the neighbourhood of
the expected GMPP. The local search is then applied in this neighbourhood in the
second stage to track to the MPP. Often a load line or linear relationship is defined
to move the operating point during the first stage [28, 85–88]. The load line is based
on an equivalent resistance which is proportional to the ratio of the open-circuit
voltage to the short-circuit current. This load line, however, does not exclusively
move the operating point to the neighbourhood of the global maxima so global
searching around the operating point may still be necessary [85]. Performing a two
stage method utilising a load line calculation in the first stage, requires that the
open-circuit voltage and short-circuit current be periodically measured. During this
measurement time, no power will be supplied to the load.

Other two-stage approaches include combining variable step size P&O with the
fractional open-circuit voltage technique [89]. The operating point in this imple-
mentation is adjusted automatically when a large change in current is measured.
The P&O method is combined with PSO in a two-stage approach where first a local
MPP is found using P&O followed by global searching with PSO [90]. This pro-
cess reduces the global searching time that is required by the PSO method and
also improves the tracking speed when operating under varying environmental
conditions.

The use of two-stage methods enables conventional MPPT techniques to perform
better under non-uniform environmental conditions. However, a small increase in
implementation cost and complexity is typically required, the time required for
searching may increase and under some conditions, the two stage methods will be
unable to locate the global maxima.

4.2 Techniques Based on Observations of the I–V and P–V
Characteristics for MPPT Under Non-uniform
Environmental Conditions

Studies of the key properties of the I–V and P–V characteristics for PV modules
have led to some key realisations that can guide MPP searching under non-uniform
environmental conditions. In particular, the separation of the MPPs is approxi-
mately 80 % of the open-circuit voltage of the module and on either side of the

Maximum Power Point Tracking Methods for PV Systems 95



GMPP, the MPPs will decrease in magnitude [91]. These observations can be used
to guide a global search to find all MPPs on the P–V curve, followed by utilising a
conventional technique for local search in the neighbourhood of the GMPP. By
focussing on the regions of interest, the entire curve does not need to be considered
which will reduce the time required in searching for the MPP. The observations
have also been applied with IncCond used as the local search method [92].

Auxiliary curves can be defined based on the fact that the change in voltage or
current along the defined curve is quicker than the change occurring along the I–V
curves, and this can guide MPPT techniques [93].

By considering the spacing between successive MPPs under non-uniform
environmental conditions, a voltage window search (VWS) can be conducted [94].
This technique utilises a global voltage step which has an optimum value
approximately equal to the voltage difference between two adjacent peaks. The
voltage window is defined based on the power operating triangle (POT) which is
defined by constant current and constant voltage lines. A conventional technique
will be applied for local searching and the VWS is applied periodically unless a
large change in power is sensed, triggering an earlier global search.

By basing techniques on key properties of the I–V and P–V characteristics that
have been measured experimentally or simulated under non-uniform environmental
conditions, it becomes possible to offer improved tracking performance under
non-uniform environmental conditions. The techniques described in this section
may, however, add to the cost and complexity of the implementation and in some
cases will lead to temporary tracking of a local MPP.

4.3 Techniques Designed Specifically MPPT Under
Non-uniform Environmental Conditions

While conventional techniques have been modified to perform more effectively for
MPPT under non-uniform environmental conditions, techniques designed specifi-
cally for tracking under these conditions have also been developed. These
approaches include line search methods such as DIRECT and Fibonacci search,
partial swarm optimisation (PSO), simulated annealing (SA) and chaos search.

4.3.1 Line Search

Line searches work by the restriction and shifting of an interval to ensure that it
always contains the optimum value [82]. Dividing Rectangles (DIRECT) and
Fibonacci search are line search methods which have been commonly used for
MPPT.

The DIRECT method involves making the searching interval progressively
smaller based on the value of samples within the interval and some conditions to
determine which interval is the most likely to hold the global optimum [95].
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DIRECT works effectively for functions that can be classified as Lipschitz, and the
P–V characteristic meets this criterion, leading to reliable identification of the global
optimum.

In the Fibonacci search, the length of the interval is defined based on the
numbers in the Fibonacci sequence [82, 96]. To utilise Fibonacci search with
non-uniform environmental conditions, a condition must be defined to identify
when the non-uniform conditions arise and to re-initialise the global search [82].

These line search methods enable GMPPT to occur while relying on relatively
simple test conditions. In some cases, the methods may converge to local MPPs and
the effectiveness of special conditions to detect when non-uniform conditions arise
is a key limitation of these techniques. Additionally, these techniques are sensitive
to the initial values of parameters, and if the parameter values are not selected
appropriately the method may not converge.

4.3.2 Particle Swarm Optimisation

Particle swarm optimisation (PSO) is based on the optimisation process and
behaviour of birds flocking and fish schooling. The optimisation process uses a
collection of particles that share information to collectively solve a particular
problem. Each particle has its own position, and acceleration, and these will be
updated to take into account the particle’s own best position and the global best
position. PSO requires the definition of a number of key parameters including the
momentum factor, speed determining constants and the number of particles [97].
Fewer parameters are needed, and the performance is seen to improve when a
deterministic approach is taken and the random parameters are removed [98].

The particle position at the next step is given by (11), where xki is the previous
particle position, xkþ 1

i is the new particle position and Ukþ 1
i is the particle’s new

velocity.

xkþ 1
i ¼ xki þUkþ 1

i ð11Þ

The velocity of the particle is calculated based on its previous velocity, the
differences between its current position and best position and the difference between
the global best position and the current particle position. The particle velocity is
given in (12) where xi is the inertia weight, c1; c2 are the acceleration coefficients,
r1; r2 2 Uð0; 1Þ are random numbers, Pbest;i is the best position of particle i and
Gbest is the best position of all particles in the population.

Ukþ 1
i ¼ xk

iU
k
i þ c1r1ðPbest;i � xki Þþ c2r2ðGbest � xki Þ ð12Þ

Examples of PSO-based MPPT approaches include combining PSO with a
gravitational search algorithm to lead to minimised oscillations in steady state when
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a change in the irradiance occurs [99], or utilising a colony of flashing fireflies to
exhibit better performance than standard PSO [100].

PSO-based MPPT approaches typically have a good performance in identifying
the global optimum under non-uniform environmental conditions. However, if the
initial particle positions are not selected appropriately, it is entirely possible that the
algorithm will converge to a local MPP [97]. Additionally, the PSO-based
approaches rely on several system dependent constants which must be appropriately
selected for optimal operation. PSO is a time-invariant technique so it requires an
appropriately defined re-initialisation condition to restart the tracking when a
change in the conditions occurs. Such conditions are still under development.

4.3.3 Simulated Annealing

Simulated annealing (SA) is an optimisation approach based on the annealing
process used with metals. While traditionally used for global minimisation, a small
change to the key criteria of the method enables it to be used for global maximi-
sation. The SA-based MPPT method has been applied to uniform [101] and
non-uniform operating conditions [102, 103] and exhibits good performance under
both with limited optimisation of the parameters. To find the MPP with the
SA-based method, an initial temperature, final temperature and cooling rate must be
defined. A variety of different cooling schedules could be utilised to guide the
search ranging from the geometric cooling schedule [104, 105] to the Lundy
cooling schedule [106]. If a new candidate operating point has a power larger than
the reference operating point, it will be accepted as the new reference operating
point. However, if the candidate operating point has a power less than the reference
point, it may still be accepted depending on the acceptance probability. At a high
temperature, the method is more likely to accept a solution that reduces the power
of the reference point enabling the method to escape from local minima [105]. The
acceptance probability is given by (13) where Pk is the power at the candidate
voltage, Pi is the power at the reference voltage and Tk is the current temperature of
the search.

Pr ¼ exp
Pk � Pi

Tk

� �
ð13Þ

The global searching nature of the SA optimisation process makes it well-suited
to performing MPPT. However, this technique will frequently track to a neigh-
bourhood around the MPP and may require a local search to improve the accuracy
of the tracking [107]. Additionally, like other time-invariant techniques, including
PSO, the SA algorithm relies on an appropriate re-initialisation condition to reset
the global search when a change in the conditions occurs.
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4.3.4 Chaos Search

Chaos search can be employed to lead to good performance of MPPT under
non-uniform environmental conditions. Dual carriers where a logistic mapping is
selected and an additional function is used to map the chaos generators can lead to
improved performance [108]. Chaotic behaviour can be shown to be deterministic
despite its random appearance which leads chaos search-based approaches to have a
better performance than a purely random search. While no additional circuit
components are required in the realisation of the dual carrier chaotic search, the
complexity of the technique far exceeds that of conventional MPPT techniques.

Other approaches that utilise chaos search combine this searching mechanism
with techniques such as PSO [109]. The merging of these two techniques for
flexible PV modules is termed as the hybrid chaotic PSO (HCPSO) method.
Flexible PV modules experience multiple maxima due to the non-uniform irradi-
ance that arises due to being applied to a curved surface. The chaotic search
mechanism in this implementation acts to re-initialise the positions of the particles
in the case that they become trapped at local maxima. The HCPSO can be applied
periodically and conventional MPPT can be applied to remain at the MPP before
the next global tracking cycle is initiated.

Chaos search techniques can improve the performance of MPPT under
non-uniform environmental conditions, however, lead to an implementation with
increased complexity. Depending on how the chaos search is utilised, oscillations
may be observed in steady state such as when chaos search is used in a two-stage
implementation. Another limitation is that a re-initialisation condition must be
defined to restart the chaos search when a change in conditions occurs.

5 Conclusion

This chapter has explored the main MPPT methods designed to work with uniform
and with non-uniform environmental conditions. These techniques have been
assessed against several criteria to define how effective these methods are at
achieving MPPT accurately, quickly and with minimal cost and complexity. The
discussion presented in this chapter highlights that no single existing MPPT method
is able to meet all criteria defined for an effective MPPT method. Rather, some
techniques perform very well for certain criteria and not so well against other
criteria. This suggests that the choice of MPPT technique is quite dependent on the
constraints of the application. Future work in the field of MPPT for PV systems
may include combining the advantages of individual techniques to develop more
hybrid methods, development of effective re-initialisation conditions to enable the
wider use of time-invariant optimisation methods and further development through
understanding of non-uniform environmental conditions.
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Photovoltaic Multiple Peaks Power
Tracking Using Particle Swarm
Optimization with Artificial
Neural Network Algorithm

Mei Shan Ngan and Chee Wei Tan

Abstract Photovoltaic (PV) array may receive different level of solar irradiance,
such as partially shaded by clouds or nearby building. Multiple peak power points
occur when PV module is under partially shaded conditions, which would signif-
icantly reduce the energy produced by PV without proper control. Therefore, a
Maximum Power Point Tracking (MPPT) algorithm is used to extract maximum
available PV power from the PV array. However, most of the conventional MPPT
algorithms are incapable to detect global peak (GP) power point with the presence
of several local peaks (LP). A hybrid Particle Swarm Optimization and Artificial
Neural Network (PSO-ANN) algorithm is proposed in this article to detect the GP
power. The PV system which consists of PV array, DC–DC boost converter, and a
resistive load, were simulated using MATLAB/Simulink. The performance of the
proposed algorithm is compared with that of the standard PSO algorithm. The
proposed algorithm is tested and verified by hardware experiment. The simulation
results and the experimental results are compared and discussed. It shows that the
proposed algorithm performs well to detect the GP of the PV array under partial
shaded conditions. In this work, the tracking efficiency of the proposed algorithm is
in the range of 92.7–99.7 %.
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1 Introduction

Photovoltaic (PV) is one of the most promising renewable sources due to its
environmental friendliness and low maintenance cost [1, 2]. However, there are two
major challenges that need to be tackled for large-scale PV systems to be imple-
mented: (1) high installation cost, and (2) low efficiency in PV conversion [3, 4].
Moreover, the PV output characteristics are nonlinear as it varies with solar irra-
diance and module temperature. Due to these characteristics, a maximum power
point tracking (MPPT) controller is utilized to extract the maximum available
power from PV array. The MPPT algorithm is used to control the duty cycle of the
DC–DC or DC–AC converter which is inserted in between the PV modules and the
load [2, 5].

Over the years, numerous MPPT algorithms for PV array under uniform irra-
diance have been proposed [6]. The widely used techniques include Perturb and
Observe (P&O) [7–10], Incremental Conductance (IC) [11, 12], Hill Climbing
(HC) [8, 13], open-circuit voltage [13, 14], and short-circuit current algorithm [13,
15]. Recently, several artificial intelligent methods, i.e., Fuzzy Logic Controller
(FLC) [16–21], Artificial Neural Network (ANN) [16, 22, 23] are explored. The
above-mentioned conventional MPPT algorithms are not capable of tracking the
true maximum power point (MPP) if the PV array is partially shaded, such as
covered by heavy clouds, falling tree leaves, birds’ litters on the array or shaded by
buildings [24]. PV cells under low illumination (shaded condition) could be
damaged by overheating problem (known as hot spot) attributed to a larger current
that flows from other fully illuminated PV cells. This problem can be overcome by
inserting bypass diode across the PV cells [25]. However, the insertion of bypass
diodes creates multiple peaks, namely global peak (GP) and local peaks (LP), in
which only the GP is the true MPP on P–V characteristic curve. The conventional
algorithms are not intelligent enough to differentiate among the global and the LP,
where the control of operating point tends to linger around the LP [26]. For
instance, the P&O is perturbed by comparing the present detected power to the
value of the previous power periodically until the MPP is achieved. Similarly, in IC
technique, the incremental conductance (ΔI/ΔV) is compared to the instantaneous
conductance (I/V). The open-circuit voltage algorithm (offline MPPT) which only
depends on the linear relationship between the PV maximum point voltages with
the PV array’s open-circuit voltage will stop tracking once the nearby peak point is
located regardless of GP or LP.

Several studies have been carried in tracking multiple peaks condition [27–32].
Agarwal et al. had proposed a new MPPT method to track GP under partial shaded
condition [29]. The authors claimed that the proposed method is simple and
effective. Nevertheless, they only tested for series–parallel PV configuration but no
verification was done on series-connected (string) PV configuration. Reference [28]
proposed DIRECT search algorithm, which is an area dividing strategy and
potentially optimal interval technique (POI) to detect GP. The proposed algorithm
can track the GP quickly with increased tracking efficiency than existing methods

108 M.S. Ngan and C.W. Tan



but it is rather complicated since it involves decision-making in the control process
that burdens the computational time. The authors in reference [27] had implemented
the voltage square-based MPPT method to quantify the location of the MPP using a
set of mathematical equations. It was tested using SEPIC topology which is costly
compared with other converters.

Particle Swarm Optimization (PSO) is a global gradientless stochastic search
method. It is used to search for continuous variable for optimization problems
[33–35]. Artificial Neural Network (ANN) is an information processing paradigm,
which is based on the functional concepts of biological nervous systems. It works
best to deal with nonlinear dependence between the inputs and outputs [36–38].
In this work, a hybrid PSO and ANN method is proposed to extract the GP under
partial shaded condition. The ANN algorithm initializes the optimal current initial
value at the prevailing solar irradiance levels. This initial current is then fed into
the PSO to reach the GP location. ANN acts as a platform to aid the PSO
algorithm to locate GP in a smaller range. Therefore, PSO can reach the true GP
without having to sweep over the wide range of PV voltage which ultimately cut
short the computational time. This avoids the operating point from lingering at LP
and guarantees the reach of GP.

This chapter commences with the description of PV characteristics under partial
shaded condition. If follows by the explanation of the hybrid Particle Swarm
Optimization and Artificial Neural Network (PSO-ANN) algorithm. The simula-
tions of the proposed method and the standard PSO algorithm are presented. The
proposed method is then tested with the hardware setup. The results of the simu-
lations and hardware testing are compared and discussed. The conclusion is drawn
in the last section.

2 PV Arrays Under Partial Shaded Conditions

PV modules are typically connected in series and parallel to obtain the expected
voltage and current level [25, 39, 40]. For PV array, every PV module may receive
different amount of sunlight as some modules may be partially shaded. In this
scenario, the performance of PV array will be severely affected by shaded PV cells.
Therefore, the generated PV power significantly drops which in turn reduces the
efficiency of the PV system [26]. In a series-connected PV cells, all cells carry the
same PV current even though some of the cells are shaded. Hence, the shaded cells
are forced to absorb the electric power generated by other fully illuminated PV
cells, which will be dissipated as heat [41]. This phenomenon is known as the hot
spot problem, whereby the shaded PV cells are damaged without appropriate
protection. For that, a bypass diode is typically connected in parallel and in opposite
polarity to a group of PV cells to minimize the impact of shadow on PV module
[42, 43]. Ideally, one bypass diode per PV cell is the best solution but would
definitely increase the PV cost. Under partially shaded condition, the values of
short-circuit current for each cell would be different among the series-connected PV
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cells. This scenario causes the bypass diode to be forward biased, where the par-
ticular shaded PV cell is bypassed by which the current flows through the external
circuit to prevent hot spot. An illustration of this phenomenon for two
series-connected PV modules under partial shaded condition is shown in Fig. 1.

The insertion of bypass diodes in PV modules causes multiple peaks on the
P–V characteristics curves under partial shaded conditions [44, 45]. Figure 2 shows
a comparison of P–V characteristics for two series-connected PV modules, simu-
lated under condition of fully illuminated and partially shaded conditions for PV
modules with and without bypass diode. Only one maximum point appears under
uniform illumination and also PV without bypass diode, but two peaks are gen-
erated for PV with bypass diode under partial shaded condition.
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- V
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Fig. 1 Two PV modules connected in series with one PV module partially shaded
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3 Particle Swarm Optimization (PSO) Algorithm

Particle Swarm Optimization (PSO) was inspired by the dynamic movement of
organisms such as insects, birds, and fish. This optimization technique works by
having a population (swarm of several particles), where these particles are dis-
tributed randomly in a given search space based on a set of designated equations
[46–48]. In general, optimization method requires a clear objective function (fitness
function) of a specific problem, either it should be maximized or minimized. In the
PSO designated equation, there are two important operators, namely the velocity
update and the position update as expressed in Eqs. (1) and (2) [46, 49, 50]. One
should define the number of particles,M, to be injected into the equations. The more
particles improve the accuracy of search but the trade-off is the increase burden of
computational times. These particles are used to determine the optimized values of
the objective function, associated with a velocity vector, vki

� �
for each particle.

A new velocity vector vkþ 1
i

� �
is generated based on the current velocity vki

� �
, current

position Ski
� �

, previous best position pbestið Þ, global best position (gbest), and the
initial coefficients as shown in Eq. (1). The best position, pbesti is the best value in
associated vector found within the particles, while the global best position, gbest is
the best value found among the swarm within the loops generation. The updated
velocity vector vkþ 1

i

� �
is then used to update the position vector Skþ 1

i

� �
based on the

changes of the previous position Ski
� �

vector, as expressed in Eq. (2) [49, 51]. The
process is repeated until the objective function achieves the optimized value.

vkþ 1
i ¼ wvki þ c1r1 pbesti � Ski

� �þ c2r2ðgbest � Ski Þ ð1Þ

Skþ 1
i ¼ Ski þ vkþ 1

i ð2Þ

Fig. 2 The P–V
characteristic curves: a
comparison of partially
shaded (series-connected) PV
modules with and without
bypass diode
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4 Artificial Neural Network (ANN) Algorithm

Artificial Neural Network (ANN) is a type of computational model based on the
functional aspects of biological neural networks, which is the method deduced from
how the human brain performs computations [36, 52]. This method is suitable for
fitting nonlinear functions and recognizing patterns. This is why ANN is popularly
applied in the field of physics, automotive, banking, image processing, trans-
portation industries, etc. [53].

Typically, ANN algorithm consists of three significant parameters [54]:

i. The interconnection pattern between the neurons of different layers,
ii. The learning process for updating the weights of different layers, and
iii. The activation functions that convert the input to its expected output.

In general, there are three layers in ANN, explicitly the input layer, hidden layer,
and output layer. Transfer functions include tansig function (inverse tangent sig-
moidal function), logsig function (logarithm sigmoidal function), and purelin
function (linear function), which are used as mathematical functions for the hidden
and the output layers [32, 55]. The process of adjusting the weights of neurons is
known as learning or training process. There are two types of learning process—
supervised learning and unsupervised learning. The former learning requires a set of
example pairs (inputs and outputs). The correct output is generated with the new
input given according to the example sets trained [36, 55]. This means that the data
contains the prior knowledge on the problem domain. In the latter learning process,
the output data is produced by a determined function when an input is given.

Table 1 shows two samples of trained data in ANN algorithm. For instance,
when the solar irradiance of three PV modules are varied in 900, 900, and
800 W/m2, respectively, the corresponding PV current for the maximum PV power
to be reached is 2.448 A (IPV). In order to move the operating point near the
maximum power at Impp, the initial PV currents are set as 0.76, 0.75, and 0.77 of
short-circuit current, ISC (3.25 A in this work). This means that the PSO algorithm
will search the correct peak power in the range of 2.4375–2.5025 A. Typically, the
commonly used PSO algorithm keeps on searching until the stopping criteria is met.
The above-mentioned scenario is only for one shaded condition; if the shaded
pattern of the PV array is changed, the range of PV current varies accordingly as the
solar irradiance levels change. For that reason, if the initial values of the PV current
are preset at a wrong region, PSO algorithm will need longer computational time to
search the true peak. For this reason, in this chapter, a confined range of the PV
current is trained and generated by the help of ANN algorithm. It is then sent to the
PSO algorithm as the second input.

The objective function of the PSO algorithm changes due to the sudden change
of the environmental conditions when the PV system is in a real-time operation.
This is because of the PV voltage and PV current generated by the PV arrays which
are governed by both the solar irradiance level and the ambient temperature.
Therefore, the particles should be reinitialized to search the new location of MPP
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for the prevailing environmental conditions. This is subjected to the quantity test as
expressed in Eq. (3) is triggered, where ΔP is a change of PV power (the difference
of present power as compared to the power of previous iteration). The values of
ΔP are trained and generated by the ANN algorithm, and then it will be sent into the
PSO algorithm as the third input. It can be noticed that the searching process of
PSO algorithm will carry on as long as Eq. (3) is fulfilled. The output of PSO
algorithm is the reference PV current generated when the simulation time is stopped
or stopping criteria is met whichever is completed in prior. Sample data for the
values of ΔP and Ic correspond to different combinations of solar irradiance levels
which were learned and trained by the supervised learning process of ANN sim-
ulation block. The switch selection block, which is connected in between the PSO
block and the ANN algorithm block will send the generated ΔP and Ic from ANN
block to PSO block, if only if, there is a change of solar irradiance detected.

P Si þ 1ð Þ � P Sið Þ
�� ��

P Sið Þ
[DP ð3Þ

5 The Proposed Multiple Peaks MPPT

As mentioned above, the conventional MPPT algorithms do not have the capability
to locate the GP. Therefore, for multiple peaks tracking, a stochastic search method
should be used. This chapter details the hybrid MPPT algorithm that integrate PSO
algorithm with ANN. The flowchart of the hybrid PSO-ANN algorithm is shown in
Fig. 3. This tracking method is proposed to control the duty ratio of the power
converter to locate the global MPP under partial shaded condition.

The design specification of the ANN algorithm in MATLAB/Simulink is illus-
trated in the block diagram in Fig. 4. A three layer feedforward neural network with
the most widely used, backpropagation method is implemented for the estimation of
Ic and ΔP (inputs to PSO algorithm). The sigmoid function and purelin function are
the transfer functions for the hidden layer and output layer, respectively. There are
50 epochs, which are the total number of operations needed to train the data.
Figure 5 shows the graphs of mean squared error (MSE) against number of epochs
for the performance of Neural Network algorithm. It can be noticed that train set
error, test set error, and validation set error have same characteristics as all the blue,

Table 1 Two samples of Ic and DP trained in ANN algorithm

Solar irradiance,
G (W/m2)

PV
current,
IPV (A)

Maximum PV
power, PPV

(W)

Initial PV current set, Ic (A) Change of
PV power,
ΔP

900 900 800 2.448 262.3 0.76 * ISC 0.75 * ISC 0.77 * ISC 0.116

600 400 300 2.962 144.5 0.92 * ISC 0.91 * ISC 0.93 * ISC 0.309
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Fig. 3 The flowchart of the proposed hybrid PSO-ANN MPPT algorithm
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Fig. 4 The block diagram of the specification of ANN algorithm in the simulation

Fig. 5 Graphs of mean squared error (MSE) against different number of epochs for ANN
algorithm
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red, and green lines converge in one line for the 50 epochs graph. Its best validation
performance is 0.03911. Therefore, 50 epochs are chosen for the ANN algorithm.

In the PSO algorithm block, the number of particles (M) and the other three
parameters of PSO algorithm include the weight inertia (w), the cognitive coeffi-
cient (c1), and the social coefficient (c2) were initialized in the beginning of the
process. The initialization values were set 3, 0.5, 1.6, and 1.2, respectively. These
initial values were determined by simulations as referred to literature [46, 49].

Based on the proposed MPPT algorithm (refer to Fig. 3), when the PV array is
illuminated, the generated PV current/voltage (IPV/VPV) as well as the solar irra-
diance (G) are measured by current/voltage transducers and PV reference cell,
respectively. PV power (PPV) is calculated by multiplication of the measured PV
voltage and PV current. In this case, the PV power is the objective function of the
PSO algorithm as shown in Eq. (3), which is the first input of the algorithm. The
initial PV current, Ic is a vector of three particles, it is a fraction of the short-circuit
current based on the solar irradiance received by the PV module. This parameter is
the main feature in the proposed method. It is used to narrow down the range of
searching in the PSO algorithm so that the objective function is maximized.

6 Simulation Setup

Figure 6 shows the simulation blocks that were built in the MATLAB/Simulink. It
consists of a PV array, a DC–DC boost converter, a resistive load, a hybrid
PSO-ANN algorithm, a switch selection block, a PID controller, and a PWM gen-
erator [56]. In the simulation, six PV modules are connected in series to form the PV

Fig. 6 The simulation blocks of the PSO-ANN MPPT PV system made in MATLAB/Simulink
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array as shown in Fig. 7. The I–V data used to model the PV module are shown in
Fig. 8. Each PV module is modeled using the single diode equations with bypass
diodes connected across a group of PV cells based on the specifications of 8U-50P
Polycrystalline solar panel [57]. The specifications of the described PV module are
tabulated in Table 2. The input of the PV array is the value of solar irradiance.
Therefore, the inputs of the first three PV modules were set as 1000 W/m2, while the
inputs of the rest of the PV modules were varied for partial shaded conditions testing.

The input of the DC–DC boost converter is the controlled voltage source, or PV
voltage which is generated by the PV array. The boost converter consists of an
inductor, L of 5 mH, a MOSFET switch, Q, a Schottky diode, D, and an output
capacitor, C of 3 µF. The output of the DC–DC converter is a resistive load, Rload of
33 X. The MOSFET switch was controlled by a discrete pulse-width modulation
(PWM) generator block with a switching frequency, fs of 50 kHz and sample time
of 10 µs. The proposed hybrid PSO-ANN algorithm worked with PID controller to
control the PWM block. The switch selection block is used to switch on the ANN
algorithm to send the initial current, Ic values to the PSO algorithm once the solar
irradiances of the three PV modules are changed.

The ANN algorithm consists of three inputs (varied solar irradiance for three PV
modules) and two outputs (ΔP and Ic). The PSO algorithm also consists of three
inputs: PV power generated, ΔP, and Ic. The output of the PSO algorithm is the PV

Fig. 7 The PV array simulation block that consists of six series-connected PV modules
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current generated, IPSO which acts as the reference current and is compared to the
PV current generated by the PV array, IPV. An error signal, e, which is generated by
the difference of reference current (IPSO) and PV current generated (IPV), is further
enhanced by the PID controller. The PID controller used in the integration of MPPT
algorithm with boost converter include kp of 5.518, ki of 0.118, and kd of 0.036,
where these coefficients are designed using Ziegler Nichols Tuning Algorithm from
the Control and Estimation Tools Manager and the SISO Design Tool in
MATLAB/Simulink software. The output of the PID controller is used to govern
the PWM generator and then to control the switching of the MOSFET switch. The
discrete sample time of the simulation was 40 µs.

There are two sets of simulation that had been performed to assess the tracking
performance of the proposed MPPT algorithm. The simulations include the
six series-connected PV modules (small-scale PV array) and the twelve
series-connected PV modules (large-scale PV array). In the first simulation, the

Fig. 8 The input parameters for the series-connected PV modules

Table 2 The specifications
of 8U-50P polycrystalline
solar module

At temperature 25 °C

Open-circuit voltage, VOC 21.6 V

Short-circuit current, ISC 3.25 A

Voltage at maximum power, VMPP 17 V

Current at maximum power, IMPP 2.94 A

Maximum power, Pmax 50 W
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P–V characteristic curves were simulated and plotted under full illumination and
partial shaded conditions before it is connected to power converter as shown in
Fig. 7.

For the small-scale PV array, six combinations of varied solar irradiance with the
corresponding maximum PV powers for six PV modules are tabulated in Table 3.
To emulate the shading condition, the solar irradiance values are fixed at
1000 W/m2 for the first three PV modules in the PV array (G1–G3), while the solar
irradiance values for the other three PV modules (G4–G6) are varied.

In the large-scale PV array, a few combinations of varied solar irradiance rep-
resenting different shading patterns are shown in Fig. 9. The combinations of solar
irradiance with their corresponding maximum PV powers for testing of the 12 PV
modules that are tabulated in Table 4. The number of shaded PV modules is rep-
resented by the indication of different solar irradiance level. There are eight PV
modules (G5–G12) with varied solar irradiances in Cases 1 and 2; six PV modules

Table 3 Combinations of solar irradiance level with the corresponding maximum power for six
series-connected PV modules (small-scale)

Case G1–G3 (W/m2) G4 (W/m2) G5 (W/m2) G6 (W/m2) Maximum power,
Pmax (W)

1 1000 1000 1000 1000 299.8

2 1000 1000 1000 700 248.1

3 1000 900 600 400 187.3

4 1000 800 600 300 171.1

5 1000 700 500 400 152.8

6 1000 600 300 200 144.6

8 shaded PV 
modules

6 shaded PV 
modules

3 shaded PV 
modules

Non shaded
 PV modules

1
2
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Fig. 9 Different shaded patterns of the twelve series-connected PV modules
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(G7–G12) with varied solar irradiance in Cases 3 and 4; and three PV modules
(G10–G12) with varied solar irradiance in Cases 5 and 6. The other PV modules are
set under full illumination of 1000 W/m2. The solar irradiance in square bracket is
to represent step change of irradiance level. For instance, G4 = [1000, 400],
G5 = [1000, 400], G6 = [1000, 800]. This means that, at the beginning point the
solar irradiance of PV modules 4, 5, and 6 are at the irradiance level of 1000 W/m2

(the first value in the bracket), and it is followed by a step change of irradiance at
irradiance levels of 400, 400, and 800 W/m2, respectively (represented by the
second value in the bracket).

In this simulation, when the number of shaded PV modules increases, the
number of inputs of the ANN algorithm also increases. Hence, the numbers of
training data for the supervised learning ANN algorithm increases too. This is
because the combination of different solar irradiance in large PV array is greater
than the small PV array. Consequently, the computational time for ANN algorithm
in the large PV array simulation is longer than the small-scale PV array.

In the second simulation, the small-scale PV array is connected to the DC–DC
boost converter controlled by the proposed ANN-PSO algorithm and a resistive
load. The simulation was conducted with three varied step change of solar irradi-
ances. The simulations were carried out with four combinations of solar irradiance
in step change as shown in Table 5. In order to benchmark the tracking perfor-
mance of the proposed algorithm, the same PV array was connected to the standard
PSO algorithm for further testing. The performance and effectiveness of both
algorithms (ANN-PSO and PSO) are compared and studied.

In the third simulation, the large-scale PV array is connected to the DC–DC
boost converter controlled by the proposed ANN-PSO algorithm and a resistive
load. The simulation was conducted with different shaded patterns as shown in

Table 4 Combinations of solar irradiance level with the corresponding maximum power for
twelve series-connected PV modules (large-scale)

Case G1–G4
(W/m2)

G5–G6
(W/m2)

G7–G8
(W/m2)

G9–G10
(W/m2)

G11–G12
(W/m2)

Maximum
power, Pmax (W)

1 1000 [800, 1000] [700, 1000] [500, 1000] [400, 1000] [301.6, 599.6]

2 1000 [1000, 900] [1000, 900] [1000, 800] [1000, 500] [599.6, 431.0]

Case G1–G6
(W/m2)

G7–G8
(W/m2)

G9–G10
(W/m2)

G11–G12
(W/m2)

– Maximum
power, Pmax (W)

3 1000 [1000, 800] [1000, 500] [1000, 300] [599.6, 343.2]

4 1000 [900, 1000] [800, 1000] [400, 1000] [434.0, 599.6]

Case G1–G9
(W/m2)

G10
(W/m2)

G11
(W/m2)

G12
(W/m2)

– Maximum
power, Pmax (W)

5 1000 [900, 1000] [600, 1000] [500, 1000] [479.8, 599.6]

6 1000 [1000, 500] [1000, 400] [1000, 300] [599.6, 444.6]
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Fig. 9. The inputs of PV array are the step changes of solar irradiance as presented
in Table 4. Similarly to small-scale PV array, the large-scale PV array is also
benchmarked with the standard PSO algorithm. The performance and effectiveness
of both algorithms are then compared and studied as well.

7 Hardware Experimental Setup

Figure 10 shows the experimental setup for a stand-alone PV system. The output of
the PV array simulator is connected to the PV output board which consists of a
switch breaker. The PV output board is the interface between the PV simulator and
the test equipment. When the power supply of the PV simulator is adjusted, the
current will flow from the PV simulator to the PV output board connected to the
input of the DC–DC boost converter. The output of the dSPACE DS1104 R&D
Controller Board is connected by a 50-pin connector to the input of the gate driver
board. The electronic boards include the gate driver circuit, DC–DC converter
circuit, and sensors circuits. The DC power supply provides voltage supply to all

Table 5 Combinations of solar irradiance step change

Case G4 (W/m2) G5 (W/m2) G6 (W/m2)

1 [1000, 400] [1000, 400] [1000, 800]

2 [700, 900] [500, 600] [400, 400]

3 [1000, 800] [1000, 600] [700, 300]

4 [600, 400] [300, 400] [200, 800]

Fig. 10 The overview of the experimental verification setup
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the electronic boards except the DC–DC converter. The oscilloscope is connected
to the gate driver in order to observe the pulse-width signal provided by the
dSPACE DS1104 R&D Controller Board and the pulse-width signal driven by the
gate driver. The resistive load is connected to the output of the DC–DC converter.
The multimeter is used to measure the input voltage from the PV array simulator
and the output voltage at the resistive load. Table 6 shows the specifications of the
electronic components used for hardware setup.

Figure 11 shows the integration of the Simulink blocks with the dSPACE RTI
lib blocks for the experiment of the proposed MPPT algorithm in PV system. It
consists of ADC blocks (DS1104ADC_C8and DS1104ADC_C6), voltage sensing
subsystem (Vsensor), current sensing subsystem (Isensor), the proposed PSO-ANN
algorithm (subsystem2), saturation block and pulse-width modulator
(DS1104SL_DSP_PWM). The ADC blocks are the analog-to-digital converter pins
that convert the voltage and current signals into digital values for the simulation of
the MPPT algorithm. DS1104ADC_C8 is the ADC block at channel 8, which is
connected to the output of the voltage transducer. Meanwhile DS1104ADC_C6 is
the ADC block at channel 6, which is connected to the output of the current
transducer. The Saturation block sets the duty cycle value in the range of
0.01–0.99. DS1104SL_DSP_PWM is the built-in pulse-width modulator in the

Table 6 The specification of electronic components used for hardware setup

Electronic component Model Rating

Gate drive optocoupler HCPL 3120 ±20 V

Current transducer HY5P ±4 V

Voltage transducer LV25P ±25 V

MOSFET for boost converter IRF1640G VDS 200 V

Inductor for boost converter 7122-RC 25.5 mH

Capacitor for boost converter ECA2DHG3R3 3.3 µF

Resistor for boost converter HS300 33RJ 33 Ω

Fig. 11 The integration of the proposed PSO-ANN algorithm for experiment in RTI model in
Simulink
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dSPACE DS1104 R&D Controller Board. The PWM has four channels, but only
channel 4 is utilized for the simulation, the rest of the channels are grounded. The
switching frequency for the PWM is set as 20 kHz, where the PV system is first
tested with the switching frequency which is lower than that in the simulation.

Figure 12 shows the subsystem of the proposed PSO-ANN algorithm block. The
input of this subsystem is the value of the PV power. It is a multiplication of the
output values of the voltage and current sensing blocks. The proposed PSO-ANN
algorithm is written in the Embedded MATLAB Function block, where the coding
of the PSO algorithm is converted from the initial coding written in m-file of the
MATLAB Function block. The ANN algorithm is not connected to the PSO
algorithm because the ANN functions are the ready-built-in functions in
MATLAB/Simulink. These ready-built-in functions are not recognized by the
Embedded MATLAB Function block. Therefore, the initial PV current of the PSO
algorithm is not initialized by the ANN algorithm in the experiment. Instead it is
initialized manually by substituting new initial values when the solar irradiance
curves are changed for testing in the PV simulator software.

The output of the Embedded MATLAB Function is the predicted PV current
corresponding to the maximum PV power by the PSO algorithm. Then, this value is
subtracted by the current value from the current sensing block (Isense_out). The
difference of these values is fetched to the PID controller for further enhancement.
Lastly, the output of the PID controller is the duty cycle value that is fetched to the
Saturation block.

Figure 13 shows the PV curve which is generated in RAM 3 of PVAS1. It
consists of four peaks, where there is only one global power peak and three
LP. Figure 14 shows the P–V and I–V curves on the same diagram with the online
global searching point. The green marker on the I–V curve is global power peak,
while the red marker is the searching operating point. The orange bar in Fig. 14 is
the MPP match which is shown in percentage. Table 7 shows the specifications of
the PV array in PVAS1.

Fig. 12 Subsystem of the proposed PSO-ANN algorithm block as in Subsystem2
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When the voltage supply of the PVAS1 is adjusted to 42 V, the red marker
operating point is moved along the I–V curve from 0 to 40 V. The proposed MPPT
algorithm in MATLAB/Simulink blocks is turned on by sending the command
coding into the MOSFET through the dSPACE DS1104 R&D Controller Board.
Then, the red marker operating point searched the global power peak along the
I–V curve. It can be noticed that the operating point almost overlapped the expected
global power peak (green marker) as shown in Fig. 14. The measurements of the
global power peak searched includes maximum PV current of 1.22 A, maximum
PV voltage of 25.7 V, and maximum PV power of 31 W. The MPP match shown is
about 99.7 %. It is the percentage matched between the green marker and red
marker.

In order to match the results obtained from the experiment, the results are
compared to simulation results made in MATLAB/Simulink. Four series-connected
PV modules are used in the PV array model for simulation. The solar irradiance
values are adjusted manually by trial and error. The P–V and I–V characteristics

Fig. 13 The insertion of PV models under partial shaded condition in PVAS1 control screen, the
P–V curve shown in RAM 3 is read and written into the PVAS1
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graphs are generated by the PV array model as shown in Fig. 15, which are similar
to experimental curves generated by PVAS1. Both characteristics graphs have four
multiple peaks, they have almost the same shape and the multiple peaks as in the
hardware experiment as shown in Fig. 14. The maximum power peak is at the PV
voltage of 26.2 V, the PV current of 1.178 A, and the PV power of 30.88 W.

Fig. 14 a The online searching of global peak for PV string under partial shaded condition in
PVAS1 GUI control screen; b a zoomed in view of the characteristic curves
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8 Results and Discussion

8.1 Simulation Results

The P–V characteristic curves of the six series-connected PV array generated in the
first simulation are shown in Fig. 16. The corresponding maximum PV powers for
each case are recorded in Table 3. In Case 1, the PV array was fully illuminated,
hence there was only one GP generated at 299.8 W. When there was only one PV
module partially illuminated at 700 W/m2 in Case 2, hence there were two peaks in
the P–V characteristic curve. In Cases 3, 4, 5, and 6, all three PV modules are
partially shaded, therefore four peaks are established in the characteristic curves for
each case. The green dots shown in Fig. 16 are the global MPP peaks for each case,
while the purple dots shown in Fig. 16 are the multiple LP for each case.

Figure 17a–c shows the tracking performance of the proposed algorithm with
respect to the P–V characteristic curves, for the large-scale PV array case with the

Table 7 The specifications of PV string in PVAS1

Open-circuit voltage, VOC 40.5 V

Short-circuit current, ISC 1.935 A

Maximum power, Pmax 31 W

Voltage at maximum power, VMPP 26 V

Current at maximum power, IMPP 1.21 A

Fig. 15 The P–V characteristics graph and the I–V characteristics graph, which are simulated
using MATLAB/Simulink to resemble the hardware experimental result
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solar irradiance combinations as tabulated in Table 4. The black color curves are
the P–V characteristic curves simulated under the full illumination and also two
cases of partially shaded conditions. The arrows show the direction of the operating
point in tracking the step change of solar irradiance, while the bolded colors (plotted
with markers) of blue and purple curves show the traces of the operating points in
searching the GPs under each step change of irradiances.

Figure 18a–d shows the PV power waveforms that were plotted against the
simulation time of 0.01 s where the step change of solar irradiance occurs at 0.005 s
according to the solar irradiance variations in Table 5 for second simulation. It can
be noticed that the PV power curves generated with the implementation of hybrid
PSO-ANN algorithm, are quite smooth and constant at steady state for all cases.
The PV power curves generated by PSO algorithm in Cases 3 and 4 create obvious
ripples at steady state for lower solar irradiance.

Table 8 analyzes the PV power curve in more detail by comparing the expected
maximum PV power with the MPPT power generated for each different cases of
both MPPT algorithms. The values of Pmax generated were obtained by plotting the
P–V characteristic curves of the PV array as if in the first simulation. It can be
noticed that the Pmax generated are recorded in Table 3. The solar irradiance
variations in Table 5 are the step change combinations of solar irradiance in
Table 3. The MPPT powers, PPSO-ANN, and PPSO are the PV power generated with
the implementation of the proposed MPPT algorithm and PSO algorithm when
there is a step change of solar irradiance in the input of PV array. The comparison
of both PV power were further analyzed by the tracking efficiency of the MPPT
algorithm according to (4) as below.

Tracking efficiency; E ¼ PMPPT

Pmax
� 100% ð4Þ
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Fig. 16 The P–V
characteristic curves for six
series-connected PV array at a
series of solar irradiance
combination as tabulated in
Table 3
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Fig. 17 The trace of
operating point under the
P–V characteristic curves for
large-scale PV array: a PV
array with eight shaded PV
modules in Cases 1 and 2,
b PV array with six shaded
PV modules in Cases 3 and 4,
c PV array with three shaded
PV modules in Cases 5 and 6
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According to Fig. 18 and Table 8, the proposed algorithm can always detect the
maximum power when the smaller scale PV array is partially shaded. Even though
the values of MPPT power generated, PPSO-ANN are slightly different with the real

Fig. 18 The PV waveforms correspond to solar irradiance step change of a case 1, b case 2,
c case 3 and d case 4 as stated in Table 5 for the second simulation

Table 8 The comparison of the maximum PV power and the generated tracked power for the
small-scale PV array

Case Maximum power,
Pmax (W)

MPPT power,
PPSO-ANN (W)

MPPT power,
PPSO (W)

Efficiency for
PSO-ANN,
EPSO-ANN (%)

Efficiency for
PSO, EPSO (%)

1 [299.8, 171.1] [299, 167] [299, 137] [99.7, 97.6] [99.7, 80.1]

2 [152.8, 187.3] [152, 182] [152, 164] [99.5, 97.2] [99.5, 87.6]

3 [248.1, 171.1] [236, 167] [243, 140] [95.1, 97.6] [97.9, 81.8]

4 [144.6, 171.1] [134, 166] [138, 138] [92.7, 97.0] [95.4, 80.7]
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maximum power, Pmax, yet the results show that the tracking efficiency of the
PSO-ANN algorithm for each case is in the range of 92.7–99.7 %. When the PV
array is partially shaded, the ANN algorithm will generate initial values of current
for the PSO algorithm, where it will search the global power peak in the confined
smaller range of PV current. Hence, the proposed algorithm can always reach to
MPP if there is a change of solar irradiance.

Figure 19a–c show the PV power waveforms for large-scale PV array in the
third simulation. The circled regions as shown in Fig. 19 are the indications of
change of solar irradiance, where the PV array is partially shaded by clouds, trees,
buildings, etc. The searching of maximum PV power will stop when the GP is
reached, therefore the PV power remains constant as shown in each different cases
in Fig. 16. There are four curves in each diagram in Fig. 19, where the bolded blue
and purple curves are the PV power waveforms tested with the proposed PSO-ANN
algorithm, while the dotted blue and purple curves are the PV power waveforms
tested with standardized PSO algorithm. The initial PV currents for the standard
PSO algorithm were fixed for all simulated cases. Table 9 shows the comparison of
the expected PV power from the P–V characteristic curves and the PV power values
generated by the proposed PSO-ANN algorithm and the standardized PSO algo-
rithm for each case. The tracking efficiencies of both algorithms are also calculated
for the testing of larger scale of PV array.

It should be highlighted that in Fig. 19, the standard PSO algorithm was inca-
pable to detect the global power peak when there is a change of solar irradiance,
especially for lower solar irradiance. The algorithm will always get stuck in the
local peak and oscillates around that point. It can be noticed that at the first part, the
efficiency of PSO algorithm is almost the same or even better than the PSO-ANN
algorithm, however, the efficiency of PSO algorithm is decreased greatly when
there is a change of solar irradiance. This situation due to the initial values of
current is not reinitialized when there is a change of solar irradiance, hence the PSO
algorithm searches the power peak in a wide range of PV current.

Figure 19 and Table 9 show that the proposed PSO-ANN algorithm also can
detect the GP when large-scale PV array is under partial shaded conditions. The
tracking efficiency of the MPPT algorithm for twelve series-connected PV array is
in the range of 95.0–99.7 %. It indicates that the confined smaller range of PV
current generated by the ANN algorithm with the corresponding of different
combinations of solar irradiance is very useful for the PSO algorithm to search
among the multiple peaks, until it reached the GP.

Similar to the case of small-scale PV array, it can be noticed that the PSO
algorithm was incapable to detect the global power peak when there is a change of
solar irradiance as shown in Fig. 19a, b for Cases 1, 2, 3, and 4. The standard PSO
algorithm always linger in the LP and oscillates around that point because the initial
PV currents are fixed at one common range in all cases (it is fixed at 0.9 * ISC
0.91 * ISC and 0.92 * ISC in this testing). Meanwhile the tracking efficiency of the
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Fig. 19 The PV power
waveforms correspond to
solar irradiance variations in
Table 4 for the third
simulation. a PV array with
eight shaded PV modules in
Cases 1 and 2, b PV array
with six shaded PV modules
in Cases 3 and 4, c PV array
with three shaded PV
modules in Cases 5 and 6
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PSO algorithm in Cases 5 and 6 is high and better as compared to those of
PSO-ANN algorithm because the fixed initial PV currents range is perfect match
with that of the corresponding MPP for these combinations of solar irradiance.

In brief, the P–V characteristic curves show multiple peaks when the PV array is
partially shaded. Even though the ANN algorithm might be time-consuming during
the simulation, yet the proposed hybrid algorithm performs well to detect the global
MPP when there is a step change of solar irradiance as compared to the PSO
algorithm. However, the design of the PV system in this chapter should be further
improved to increase the tracking efficiency of the MPPT algorithm in low solar
irradiance.

8.2 Experimental Results

Figure 20 shows the waveforms of the PV voltage, PV current, and PV power,
which are plotted by the LeCroy Oscilloscope. The first graph shows the PV voltage
which is scaled at 10.0 V per division. Initially, the PV voltage is at about 40 V,
which is the open-circuit voltage of the PV string. The PV voltage is then dropped
at about 25 V when the proposed MPPT algorithm is applied. It is the approximated
PV voltage at maximum power condition. The second graph shows the PV current
which is scaled at 500 mA per division. Initially, the PV current is at 0 A, which is
the corresponding PV current point when the operating point is at about 40 V.
The PV current is then increased to about 1.2 A when the proposed MPPT algo-
rithm is applied. This value is also the approximated PV current at maximum power
condition. The third graph is the graph of multiplication of the first graph and the
second graph, it is the product of the PV voltage and the PV current. Thus, it is the
PV power graph. The power axis is scaled at 10.0 W per division. Initially, the PV
power is at 0 W as the PV current is 0 A. The PV power is increased to about
30 W, when the proposed MPPT algorithm is applied. It is the maximum PV power
for the PV string under partial shaded condition.

Table 9 The comparisons of maximum PV power and the generated MPPT power of the
large-scale PV array

Case Maximum
PV power,
PPV (W)

MPPT power,
PPSO-ANN (W)

MPPT power,
PPSO (W)

Efficiency for
PSO-ANN,
EPSO-ANN (%)

Efficiency
for PSO,
EPSO (%)

1 [301.6, 599.6] [296, 597] [188, 597] [98.1, 99.6] [62.3, 99.6]

2 [599.6, 431.0] [597, 421] [597, 365] [99.6, 97.7] [99.6, 84.7]

3 [599.6, 343.2] [597, 334] [597, 280] [99.6, 97.3] [99.6, 81.6]

4 [434.0, 599.6] [433, 597] [369, 597] [99.7, 99.6] [85.0, 99.6]

5 [599.6, 444.6] [597, 443] [597, 436] [99.6, 99.6] [99.6, 98.1]

6 [479.0, 599.6] [455, 596] [477, 597] [95.0, 99.4] [99.6, 99.6]
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Figure 21 shows the waveforms of the PV voltage, PV current, and PV power,
which are simulated by the PV array in MATLAB/Simulink under partial shaded
condition in order to benchmark the first experiment. The first graph is the PV
voltage versus time graph. The PV array is at 25.05 V during the steady state. The
second graph is the PV current versus time graph. Initially, the PV current is at
about 1.9 A, which is the short-circuit current of the PV string. The PV array is at
1.213 A during the steady state. The third graph is the PV power versus time graph.
The PV array is at 30.39 W during the steady state.

Table 10 shows the comparison of the theoretical and the experimental PV
powers of both hardware and simulation. It can be noticed that the expected PV
powers only differ slightly for both experimental and simulation values. It is to
ensure that the testing of PV system is comparable in hardware and simulation. The
measured PV power for hardware is about 30 W, which is 1 W less than the
expected PV power. Therefore, the proposed MPPT tracking efficiency is about
96.8 %. Meanwhile, the measured PV power for simulation is about 30.39 W,
which is slightly less than the expected value of 30.88 W. It indicates that the
tracking efficiency of the proposed MPPT algorithm is about 98.4 %.

The simulation results show that the PSO-ANN algorithm can perform very well
to search for the global maximum power peak when the PV array is under partial
shaded conditions. Its tracking efficiency can reach to as high as 99.7 %. However,
the experimental results show that the tracking efficiency of the proposed MPPT
algorithm is slightly less than that of simulation results. Its tracking efficiency is at
about 96.9 %. This might be due to the power loss in the electronic components
when the whole PV system is functioning.

Fig. 20 The voltage, current, and power waveforms of PV system for the first experiment, which
is captured in the LeCroy Oscilloscope
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Fig. 21 The voltage, current, and power waveforms of PV system for the first experiment, which
is simulated in MATLAB/Simulink
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9 Conclusion

When the PV array is partially shaded, hot spot will occur in the shaded PV cells.
This problem can be solved by inserting bypass diode across the PV cells; however
this will create multiple peaks in the P–V characteristic curve. The conventional
MPPT algorithms are incapable to detect the GP, hence the PV system are unable to
extract the maximum PV power. The performance and efficiency of the hybrid
PSO-ANN algorithm are compared with those of PSO algorithm. The simulation
results show that the proposed hybrid method can always detect the GP of PV array
that is under partial shaded conditions. The simulation results also indicated that the
tracking efficiency of the MPPT algorithm is in the range of 92.7–99.7 %.
Therefore, when there is a change of solar irradiance, PSO algorithm performs well
with the help of ANN algorithm to reinitialize the initial values of PV current. ANN
algorithm helps to refine the search region to a smaller range which avoids the
operating point from lingering around the LP under partially shaded conditions.
When there is a change of solar irradiance, the initial values of PV current should be
reinitialized by the ANN algorithm. The proposed algorithm is tested with hardware
setup. The PV simulator is used to generate PV current to the boost converter. A PV
curve with four peaks is tested with the hardware electronic boards. The results
show that the tracking efficiency of the proposed MPPT algorithm is about 96.9 %.
The same PV curve is simulated in MATLAB/Simulink. The results show that the
tracking efficiency of the proposed MPPT algorithm is about 99.7 %. Both of the
experimental results and the simulation results show that the PSO-ANN algorithm
can perform well to detect the global power peak when the PV array is under partial
shaded conditions. However, their tracking efficiencies are slightly different.
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Empirical-Based Approach for Prediction
of Global Irradiance and Energy
for Solar Photovoltaic Systems

Sivasankari Sundaram and J.S.C. Babu

Abstract Accuracy in prediction of global horizontal irradiance is vitally important
for photovoltaic energy prediction, its installation and pre-sizing studies. A change
in the solar radiation directly impacts the electricity production and in turn, the plant
economics. Hence employing a model possessing improved prediction accuracy
significantly affects the photovoltaic energy prediction. Furthermore, monthly mean
data is required for prediction of long-term performance of solar photovoltaic
systems, making the same to be concentrated for the present contribution. The
available models for prediction of irradiance and energy unlike physical and sta-
tistical models depend on input parameters whose availability, assumption and
determination is difficult. This finally creates complexity in predicting the desired
response. Hence empirical models are chosen preferable over physical and
statistical-based models. Empirical models correlate only the available input
atmospheric parameters affecting solar irradiance and energy, thereby reducing the
complexity experienced by physical and statistical models. Yet, the reliability or
accuracy of model varies with location. The reliability of an empirical model
depends on the incorporation of input’s and data set (training set) for its formula-
tion. Thus the consideration of significant input factors lies to be a persistently
prevailing challenge, driving the need for an improved prediction model delivering
irradiance and energy. In this chapter, an empirical model is proposed for prediction
of irradiance and energy. The incorporated input factors for the formulation of
energy prediction model is emphasized by performance and exergy analysis of solar
photovoltaic systems. The proposed model hence combines the thermal and elec-
trical aspects of photovoltaic systems gaining reliability and limiting the depen-
dence towards real-time measured input factors.
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1 Introduction

The advantages of solar with respect to its availability and environmental friendly
nature cause increasing penetration of the same into electrical grid. But despite the
advantages, the inherent nature of solar irradiation causes intermittency in the
production of energy generated by a solar photovoltaic system posing potential
challenges for power system operation or grid operators. Moreover, the main task of
the power system is to ensure a reliable state-of-the-art supply-on-demand system.
Thus reliability can be achieved only if the deliverable amount of energy from a
photovoltaic system to the grid is known. This can be reinforced through predictive
technologies or models employed for the prediction of energy generated by a solar
power plant over a time-based horizon. The performance ratio or plant capacity
factor of a solar photovoltaic power plant is always evaluated over a long-term
horizon. Also, a performance comparison among solar PV plants is always made
based on the annual long term (monthly average daily) monitored or evaluated
response. Hence long-term prediction over an annual horizon is practically required
for moving towards smarter grid or making reliability a reality.

The necessity of solar resource assessment for prediction of energy generated by a
typical solar photovoltaic distribution system is made clear. This necessity creates a
dependence on theoretical modelling of global solar irradiance and energy genera-
tion. There currently occur three modelling aspects for prediction of global irradi-
ance and energy. These include physical or mathematical models, statistical models
and empirical models. Physical or parameterized models of kind included for pre-
diction of irradiance and energy were reported by researchers as seen in [1–8]. The
physics-based models for irradiance rely on the physics of interaction between the
extraterrestrial irradiance and constituents of atmosphere. The disadvantage of
physics-based models for irradiance and energy include complex structure and
dependence of it towards more number of input parameters such as station pressure,
temperature, Rayleigh scattering, ozone reduced path, perceptible water, aerosol
scattering albedo, aerosol optical thickness, temperature coefficient of modules, solar
irradiance at plane of array and PV characteristic parameters. Hence models based on
statistical approach were also reported to exist for prediction of irradiance.
Statistical-based models employing time series based modelling strategies such as
moving average, support vector regression and auto regression integrated moving
average (ARIMA) [9, 10] are commonly employed for minutely or hourly based
forecasting. These techniques are too complex to be employed for monthly
average-based prediction. This further resulted in empirical-based approach for
prediction of solar potential in a desired location of interest. Empirical models
correlate the desired response (global horizontal irradiance and energy) to the
available and accessible inputs. This reduces the dependence of the model towards
more number of input parameters (as in case of physical models). Furthermore, the
empirical constants are derived employing simple regression-based methodology
limiting the complexity experienced with statistical models.
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Though empirical models possess advantages as compared to physical and
statistical-based approach, there remain certain research investigations among the
prevailing empirical structures. These include the opportunity for improving accu-
racy by incorporation of significant input factors, which are absent in the existing
models, proper validation check and limiting its dependency towards real-time
measurable input parameters. This drives or motivates towards the formulation of an
empirical model addressing the challenges as stated above. Before stepping into the
formulation of an improved empirical model, the existing empirical models for
prediction of irradiance and energy have to be known. There exist two basic clas-
sifications of empirical model for irradiance based on the incorporation of input
parameters such as single parametric model and multi-parametric or hybrid models.
Whereas, only a few polynomial regressive-based empirical models are found to be
reported for energy prediction [11–13]. Hence, this chapter contributes to the for-
mulation of empirical model for prediction of global irradiance and energy gener-
ation for solar photovoltaic system. The location of interest for the formulation of
proposed empirical model was selected based on the accessibility of testing data set
required for its validation. Moreover, the proposed model can further be used for
other locations on altering the empirical constants embedded in the model.
A schematic showing the classification of empirical model for irradiance and energy
prediction is presented in Fig. 1.

1.1 Single Parametric Models for Prediction of Solar
Irradiance

The single parametric models include only a single significant factor affecting
irradiance which is reported to be practically measured. The commonly existing
single parametric models include the sunshine-based and ambient temperature-based

Fig. 1 Classification of empirical irradiance and energy prediction models
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model. The section below describes the single parametric sunshine and temperature-
based model.

1.1.1 Single Parametric Sunshine-Based Model

The sunshine-based model was first introduced by Angstrom in 1940 [14], who
suggested a linear relationship between the clearness index (ratio of global hori-
zontal irradiance to the extraterrestrial global irradiance) and the relative sunshine
hour (ratio of sunshine hour to maximum possible bright sunshine hour). This was
further modified by Presscott [15] to deliver Angstrom-Presscott model which
supported the addition of an empirical constant to the Angstrom model. The
equation of form reported by Presscott [15] is given by

H
H0

¼ aþ b
S
S0

� �
ð1Þ

where H represents the monthly average daily global irradiance, H0 represents the
extraterrestrial global irradiance; S represents the monthly average daily sunshine
hour and S0 represents the maximum possible bright sunshine hour.

Having Angstrom-Prescott model as the basis several other researchers devel-
oped linear order-based sunshine model with the change in empirical constants ‘a’
and ‘b’ for certain locations of US, Zimbabwe and India [16–20]. In 1984, Benson
et al. [21] proposed a seasonal specific linear order-based model for 46 stations,
which experiences improved prediction accuracy than yearly based models as
described in [16, 17].

Ogelmann in 1984 [22] proposed a yearly based monthly average daily quadratic
model for Andana and Ankara in Turkey with a training data set of 3 years. The
prediction agreement was found better than the linear based sunshine model. This
occurred due to the addition of quadratic order based factor to the linear order,
increasing accuracy. The regression coefficient representing closeness between the
response and the input is high for a quadratic order than for a linear order factor.
The basic form of quadratic order based model [22] is given by

H
H0

¼ aþ b
S
S0

� �
þ c

S
S0

� �2

ð2Þ

Furthermore, Samuel in 1991 [23] proposed a cubic model for a location with
latitude 5.55°N. The MPE reflecting accuracy was reported to be 2.6 %. Thus a
cubic order based empirical model would deliver better closeness between the
predicted and actual value of irradiance than a quadratic and linear order. The basic
form of cubic order-based model [23] is given by
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H
H0

¼ aþ b
S
S0

� �
þ c

S
S0

� �2

þ d
S
S0

� �3

ð3Þ

Ampratwum et al. in 1999 [24] compared models of linear, quadratic and log-
arithmic sunshine-based models. The author finally reported the usage of quadratic
and logarithmic sunshine-based models for prediction of global irradiance. Further,
a monthly specific quadratic order-based model for prediction of global irradiance
in Sudan was proposed as in [25]. A least MPE of 0.36 % on training was observed.
This occurs due to the nature of reported empirical constants, being monthly spe-
cific. Haydar et al. in 2006 [26] also experienced highly acceptable accuracy for the
cubic model than the developed linear and quadratic-based sunshine models for
certain provinces in Anatolia such as Afyon, Cankiri and Corum. A non-linear
curve fitting model for prediction of monthly average daily global irradiance for
Jeddah was reported in [27]. An acceptable prediction performance was observed
due to the fact of deriving the empirical constants through curve fitting method-
ology than regression-based method [27]. A similar curve fitting-based methodol-
ogy for gaining improved prediction accuracy, in formulation of empirical model
was followed by Wanxiang et al. [28].

Finally summarizing, the single parametric-based sunshine model, improved
accuracy would be rendered on employing monthly specific cubic models or curve
fitting-based methodology for obtaining the empirical constants.

1.1.2 Single Parametric-Based Temperature Model

As already cited, ambient temperature also occur as a significant single parametric
factor affecting global irradiance. This section cites the reported temperature-based
global irradiance model with its performance comparison among sunshine-based
model.

Similar to [15] which describes the basic form of sunshine model, an attempt
was made in 1982 by Hargreaves and Sammi [29] to report a basic form of
temperature-based model. The model reported by Hargreaves and Sammi [29] is
given by Eq. (4) as follows:

H
H0

¼ aþ b Tmax � Tminð Þ0:5 ð4Þ

Further modifications to the basic form of temperature model as reported in [29]
model was described by few researchers as seen in literatures [30–36]. Though
temperature-based models exist for prediction of global irradiance, it lies less
accurate on comparison to sunshine-based models [37, 38]. Ultimately, a factor of
temperature which is proven to affect the solar radiation cannot be neglected
though. Hence, a hybrid model would form a better solution encompassing factors
implicitly and explicitly affecting global horizontal irradiance.
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1.2 Multi-Parametric or Hybrid Models for Prediction of
Solar Irradiance

The hybrid parametric model evolved as the methodology for experiencing further
improved accuracy than the reported sunshine and temperature-based models. The
available input factors which are proved to affect the intensity of solar radiation for
a desired location are considered for its prediction. The models in line with the
consideration of available input factors are seen in literatures [38–43]. The reported
models constitute metrological input factors such as ambient temperature (Ta), soil
temperature (Tso), relative humidity (RH), sine of declination angle (d), mean sea
level, ambient temperature, water vapour pressure (Pv), and mean cloud cover (Cm).
The basic form of the existing hybrid models as reported by cited researchers
include

H
H0

¼ a DTð Þb 1þ cPþ dP2
� �� �

½39� ð5Þ

H ¼ 4:591� 0:1135H0 þ 2:522
S
S0

� �
þ 6:1589ðsin dÞ

� 0:0124ðRHÞþ 0:0187ðTsoÞ � 0:052ðTaÞ ½40�
ð6Þ

H
H0

¼ aþ b
S
S0

� �
þ cT þ dV þ eRHþ fPv ½41� ð7Þ

H
H0

¼ a lnðTaðmaxÞ � TaðminÞÞ þ b
S
S0

� �c

þ d ½42� ð8Þ

The regression coefficient marking the closeness between the desired irradiance
and the input factor increases on addition of input factors affecting irradiance [38–
43]. Furthermore, an exhaustive review as seen in [44] for empirical models on
solar radiation prediction, reported non-linear model to be the best predictor on
comparison with linear, ANN and fuzzy (complex methods) with least MPE of
0.11 %, RMSE of 0.0181 % and MBE of 0.0001 %.

Summarizing the facts delivered by hybrid model, the prediction accuracy is
proved to increase on addition of significant available factors towards irradiance.
The hybrid model can necessarily include the incorporation of proved significant
factors of sunshine and ambient temperature towards global irradiance.

The hybrid models perform acceptably well in comparison with the single
parametric model. But the prevailing challenge occurring in the present multi-
parametric model is its dependence towards more number of real-time monitored
input factors. These could be unavailable for stations other than its formulation or
training. More simply, its reliability varies with location. Furthermore, the cost
incurred in measuring the input model parameters aiding prediction of global irra-
diance (response) should be less than measuring the response directly. Hence
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formulating a model for prediction of irradiance, whose input factor limits its
dependence towards realistic measurement, is required. Similar is the case with the
prediction of energy generation for a photovoltaic system.

1.3 Multi-parametric Model for Prediction
of Energy Generation

The multi-parametric model for prediction of energy delivered by a typical solar
photovoltaic system is given by models of kind [11–13] and [45]. These include
either of the input parameters such as global irradiance, ambient temperature,
module temperature and wind speed. The basic form of the reported models is given
as follows:

Pac ¼ aHþ bH2 þ c lnðHÞ ½11� ð9Þ

Pac ¼ aHþ b
H

Tmax

� �2

þ cTmax ½12� ð10Þ

Pac ¼ H aþ bHþ cTa þ dðWSÞð Þ ½13� ð11Þ

Pac ¼ aþ bHTm þ cHþ dH2 ½45� ð12Þ

The performance of the prevailing models marked by absolute mean relative
error varied from a minimum of 2 % to a maximum of 17 %, for the models
reported as in Eqs. (9)–(12) on its application to a typical case study [13]. The
prediction accuracy of the model depends on the nature of significant factors
incorporated for its formulation as already cited. The generation of heat loss on
power generation from a photovoltaic cell is well evident from the nature of pho-
tovoltaic effect [46] and reported research investigations [47, 48]. This significantly
affects the yield or the energy generation. Hence the empirical model to be for-
mulated for energy generation should account for the heat loss dissipated on power
generation. This chapter further contributes to the evaluation of improved model for
prediction of energy, generated by a typical PV system.

2 Formulation of Multi-parametric Global
Irradiance Prediction Model

The formulation of an empirical multi-parametric model for prediction of global
irradiance and energy involves the following sequential schematic as represented in
Fig. 2. As seen, the formulation is assisted with the measured response (be it either

Empirical-Based Approach for Prediction … 145



irradiance or energy) during the training period. The significant atmospheric factors
affecting the spectral properties of solar irradiance or energy are related through
justified or proven facts (requiring prior knowledge). The proposed model is then
evaluated for its coefficients employing simpler regression methodology for a
desired location, making the same to be applicable on reality.

The measured global irradiance (considering solar irradiance as the first
response) for the formulation of the prediction model is inherited from the solar
radiation database provided by RETscreen plus [49]. RETscreen plus provides the
complied monthly average daily global irradiation data from NASA and WRDC.
As the accuracy of the proposed model depends on the accuracy of the training data,
a compiled input data set is preferred. The training period occurs for the duration of
1961–1990 where the monthly average daily global irradiance input set is available.
The desired locations were selected based on the availability or accessibility of the
validation data set. Furthermore, merely basic sunshine-based models occur for
certain locations of India such as Mumbai, Kolkata, Jodhpur, Kodaikanal and
Chennai, where the need for improved prediction accuracy lies important. The
formulation of multi-parametric model which is believed to exhibit improved
accuracy remains untested. Most particularly the state of Tamil Nadu shares about
35 % of its installed capacity from renewable source of energy [50]. The state also
experiences around 300 sunny days which makes it to rely on solar power for
supporting the created demand. As solar installations increase, the intermittency of

Real time measured response 

Selection of atmospheric input 
factors

Determine model input struc-
ture

Empirical coefficient estima-
tion 

Performance evaluation with 
trained data

Model validation with alter-
nate or validation data set

Supported with 
prior knowledge

Fig. 2 Methodology for
empirical model formulation
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energy generation increases, ultimately creating a need for reliability. This further
can be made a reality, on existence of predictive technologies. Thus certain loca-
tions of Tamil Nadu were considered in the present chapter for training and
validation.

2.1 Input Factors Considered Affecting Global
Solar Irradiance

The atmospheric input factors affecting the clearness index (ratio of measured
global irradiance to extraterrestrial global irradiance) includes the relative sunshine
hour, temperature ratio and the air mass at solar noon which are briefly described as
follows.

2.1.1 Relative Sunshine Hour

The sunshine duration is defined as the length of time during which the ground is
irradiated with direct solar irradiance [51]. The duration during which the ground is
irradiated or the amount of daylight implicitly marks the intensity of global irra-
diance received by it. This duration is recommended to rely on the measurement
from the sunshine recorder as suggested by several researchers, who reported
sunshine-based empirical models for prediction of global irradiance. Instead of
relying on real-time measurement, it can be suggested to limit the real-time
dependency by theoretical assessment of sunshine hour. Thus, the equation reported
as in [52] is suggested for calculation of sunshine hour duration. This reduces one
of the prevailing challenges of empirical-based models. Equation (13) gives the
theoretical estimation of sunshine hour [52]

S ¼ h
360

arc cosðtanðLÞ tanð23:5Þ cos 360Dn

365:25

� �
ð13Þ

where h represents hours per day; L corresponds to the latitude of the monitored
site; the daily sunshine is averaged over a month to obtain monthly average daily
sunshine hour (S). The maximum possible sunshine hour can be calculated by
Eq. (14) as

S0¼ 2
15

xs ð14Þ

where xs represents the hour angle in degrees. The hour angle is defined as the
angular displacement of sun towards the east or west of the local meridian due to
rotation of the earth on its axis at 15°/h. It is mathematically derived from decli-
nation and latitudinal angle as seen in Eq. (15).
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xs ¼ cos�1ð� tan d tan LÞ ð15Þ

The declination angle represented by d is defined as the angular position of the
sun with respect to the equatorial plane. This varies with the value of ±23.45°. The
declination angle can be found from the approximate equation given by Cooper [53]

d ¼ 23:45 sin 360
ð284þDnÞ
365:25

� �
ð16Þ

The higher the sunshine duration, the more is the intensity of global irradiance
received by a horizontal surface. The direct dependence of global irradiance
towards sunshine hour or clearness index towards relative sunshine hour is further
justified by Rahman [54]. Figure 3 shows the annual average values of clearness
index for various locations such as Buenos Aries, Penang, New Delhi, Ibadan,
Venezia, El Fasher, Port Sudan, Bhavnagar, Alicante, Lucknow, Abu Namma and
certain other regions.

Figure 3 represents the closeness or the significance between the clearness index
and relative sunshine hour, reflected through the value of regression coefficient
between the same. Higher the value of regression coefficient, higher is the signif-
icance of the input factor with respect to the desired response. As the percentage
contribution of relative sunshine hour towards clearness index is high as 82.9 %,
the same is termed significant.

2.1.2 Temperature Ratio

The fact of sunshine duration implicitly alters the temperature of the ambient, which
is incident to the radiation from the sun. This phenomenon occurs naturally and is
self-evident [55]. Thus inclusion of ambient temperature towards global horizontal
irradiance serves justified. Furthermore, the latitude of the location influences the
amount of solar radiation. However, the pattern of temperature distribution across

Fig. 3 Variation of clearness
index with respect to relative
sunshine hour as reported in
[54]
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the globe is also latitudinal. Thus incorporation of ambient temperature indirectly
marks the inclusion of latitudinal variation across the location, making the proposed
model more significant.

Besides, the consideration of ambient temperature the physical reason behind its
occurrence or source of origin should also be incorporated. The source of origin is
none other than the black body or the sun. Hence consideration of sun’s temperature
in addition to the ambient makes an empirical model physically significant. The
physical significance of sun’s temperature towards the intensity of radiant flux is
justified by physical laws of radiation defined by Stefan-Boltzmann [56] and Planck
[57].

As a ratio of measured global irradiance (H) to the maximum extraterrestrial
irradiance (H0) is found to vary linearly with a ratio of sunshine hour to maximum
possible sunshine hour, the same (H/H0) is considered to vary with the ratio of
minimum temperature (ambient temperature) to the maximum temperature (sun’s
temperature).

2.1.3 Air Mass at Solar Noon

The solar irradiance passes through an atmospheric column of air surrounding the
earth. This varies depending on the apparent position of the sun in the sky [58]. The
path length of the column of air is minimum when the sun is exactly overhead
(at zenith position) or at solar noon. For the instant other than solar noon, the rays
have to pass through a long atmospheric air column preferably termed as optical air
mass. Hence the distance between the earth and the sun decreases at solar noon
increasing the magnitude of solar radiation received over the ground. Air mass is
often approximated for a constant density atmosphere and is given by

AM ðat solar noon) ¼ 1
cos Z

; ð17Þ

Z is the Zenith angle at solar noon.
Z ¼ 90� a. Where a ¼ 90þ d� / for Northern Hemisphere, as India lies in

the Northern hemisphere.
d, U and a are the declination angle, latitudinal angle and altitude angle of the

site respectively.
Hence the proposed model for prediction of monthly average daily global irra-

diance includes the input model parameters such as relative sunshine hour, tem-
perature ratio and air mass at solar noon. The significance of the incorporated input
factor is justified by the value of regression coefficient (R2) generated between the
same and the desired global horizontal irradiance. Figure 4a–c shows or justifies the
significance of the incorporated input parameters such as sunshine hour, tempera-
ture ratio and air mass towards global irradiance respectively. The value of R2

varied from 0.71 to 0.89 marking significant contribution of input factors such as
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sunshine hour, temperature ratio and air mass at solar noon in prediction of global
irradiance.

Thus, the section has briefly described the factors considered for modelling
global horizontal irradiance with its justification towards the same. The next section
follows, relating the input parameters to the response leading to the formulation of a
modified multi-parametric model for global irradiance.

Fig. 4 a–c Significance of
considered input factor
sunshine hour, temperature
ratio and air mass towards
clearness index (response)

150 S. Sundaram and J.S.C. Babu



3 Modified Multi-parametric Empirical Model

The next step under the process of formulating an empirical model is to relate the
considered input parameters towards prediction of desired response. Hence sum-
marizing the observed relationship between the global horizontal irradiance and the
input parameters, a modified multi-parametric model is formulated. The intensity of
global horizontal irradiance increases for increase in sunshine hour, ambient tem-
perature and air mass at solar noon. Hence, the form as proposed in Eq. (18) is
rightly employed for the prediction of monthly average daily global irradiance.

H
H0

¼ aþ b
S
S0

� �
þ c

S
S0

� �2

þ d
S
S0

� �3

þ e
Ta
Ts

� �
þ f ðAMÞ ð18Þ

where a, b, c, d, e and f represents the empirical constants pertaining to a location of
interest for which the model is formulated.

The proposed model incorporates explicitly the effect of sunshine, ambient
temperature and air mass at solar noon. These factors implicitly mark the account of
variation in latitude of the location, declination angle, altitude angle and hour angle.
Thus the incorporation of more number of input parameters (multi-parametric
model) either implicitly or explicitly refers to the strength of the model. The
addition of significant factors also makes the model to exhibit improved prediction
accuracy.

3.1 Case Studies for the Prediction of Global Horizontal
Irradiance

The case studies for the applicability of the proposed irradiance model falls where
the validation data set encompassing the measured global irradiance was accessible
or made available. Hence the locations of Madurai/Sivagangai and Chennai were
selected as case study for testing the prediction accuracy of the modified
multi-parametric model. The validation data set for Madurai for which the model
was formulated or trained was not available appropriately. Hence the nearest
monitoring station of Sivagangai was considered for testing the model, as its val-
idation data set was available for the duration of (2011–2013). The validation data
set for Chennai was obtained from [59], who reported a basic sunshine-based model
for Chennai. The validation data set for Chennai ranges from a duration of
1980–2009. The training data set for the region of Madurai is tabulated in Table 1.

The empirical constants were formulated from the training data set of model
parameters covering monthly average daily data ranging for duration of 1961–1990.
The least square regression-based methodology [60] was adopted for evaluation of
empirical constants. The empirical constants of the proposed model for the loca-
tions of Madurai/Sivagangai are tabulated in Table 2.
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Similarly, the training data set for Chennai were employed in determining the
empirical constants of the modified multi-parametric model. The training data set
for Chennai is tabulated in Table 3 and the associated empirical constants are made
available in Table 4.

The basic Angstrom-based sunshine models such as linear, quadratic and cubic
were also formulated for the locations of Madurai/Sivagangai and Chennai to
compare the performance accuracy of the same and the proposed multi-parametric
model. The proposed Angstrom-based constants of linear, quadratic and cubic
models for Madurai/Sivagangai and Chennai are tabulated in Tables 5 and 6
respectively.

Table 1 Training data set of proposed model parameters (comprising the measured and evaluated
input parameters) for Madurai/Sivagangai during (1961–1990)

Training period H/H0 S/S0 Ta/Ts AM

January 0.408485 0.4981 0.004594 1.1647

February 0.475178 0.4962 0.004758 1.089

March 0.559899 0.4957 0.004957 1.0244

April 0.587719 0.4966 0.004921 1.0015

May 0.69554 0.4927 0.004939 1.0127

June 0.722052 0.4992 0.004939 1.027

July 0.695404 0.5015 0.004921 1.0199

August 0.634385 0.5035 0.004921 1.0032

September 0.562624 0.504 0.004867 1.0114

October 0.440609 0.5037 0.004758 1.0637

November 0.377241 0.5022 0.004667 1.1428

December 0.376478 0.5007 0.004594 1.1922

Table 2 Empirical constants for the proposed model for Madurai/Sivagangai

Training period Empirical constants for Madurai/Sivagangai

a b c d e f

January 0.3284 −0.7469 0.1224 0.6445 1.043 0.2896

February 1.6781 −1.4378 1.3805 −0.0744 −2.1012 −0.744

March 10.8872 −13.4546 −8.5434 −1.5638 −8.9353 −1.2921

April 0.6676 −0.6244 −0.1145 0.1751 1.1518 0.2310

May −0.8909 1.2945 2.8468 −3.0847 4.4550 0.5969

June −11.0506 5.7176 6.4529 −12.3908 −3.2989 8.6333

July 0.5529 −0.5874 0.5659 0.6156 1.1353 0.207

August −0.6611 −0.0010 0.8371 −1.8810 −1.6701 1.3361

September 1.3152 0.2649 −0.9630 −0.8408 −0.0895 −0.5272

October 0.6667 1.0000 −0.5000 0.8333 9.07e−11 −0.6667

November 0.8113 0.2286 0.0053 0.5319 −1.3049 −0.5357

December −0.1683 0.3910 0.0153 −0.2364 0.1970 0.3136
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The proposed models are compared for suggesting the highly acceptable model
suited for prediction of monthly average daily global irradiance tested for locations
of Madurai/Sivagangai and Chennai.

3.2 Performance Study of Irradiance Prediction Models

There exist certain performance indicators for prediction models indicating its
prediction accuracy. These include mean bias error (MBE), root mean square error

Table 3 Training data set of proposed model parameters (comprising the measured and evaluated
input parameters) for Chennai during (1961–1990)

Training period H/H0 S/S0 Ta/Ts AM

January 0.458509 0.4975 0.004576 1.2054

February 0.541023 0.4948 0.004812 1.1167

March 0.607537 0.4944 0.005302 1.038

April 0.683374 0.4955 0.005666 1.0031

May 0.767807 0.492 0.006083 1.0057

June 0.779793 0.4991 0.005902 1.0157

July 0.730715 0.502 0.005684 1.0105

August 0.659156 0.5046 0.005484 1.0013

September 0.584128 0.5054 0.00543 1.0202

October 0.457592 0.5045 0.005085 1.0864

November 0.394036 0.503 0.004721 1.1798

December 0.396513 0.5008 0.004576 1.2374

Table 4 Empirical constants for the proposed model for Chennai

Training period Empirical constants for Chennai

a b c d e f

January −0.226 1.364 0.997 −0.035 −1.047 −0.192

February 0.841 −0.681 −0.180 −0.459 0.596 0.119

March 2.810 1.510 −1.070 −2.900 2.490 −2.270

April 0.080 −1.120 0.200 −1.600 1.260 1.290

May 1.560 −1.070 −0.980 0.140 −1.010 −0.040

June 1.130 −0.400 0.630 0.590 −0.270 −0.370

July −0.080 −0.990 0.490 1.310 0.360 1.000

August 1.340 −0.890 0.040 −0.530 −0.320 −0.170

September 0.310 0.530 0.430 −0.790 −0.230 −0.010

October 2.550 −0.100 0.510 2.280 0.410 −2.280

November 0.100 1.391 0.728 −0.154 −0.037 −0.4842

December 0.126 −0.006 −0.510 2.990 6.9290 −0.0080
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(RMSE), mean percentage error (MPE), mean absolute bias error (MABE) and
mean absolute percentage error (MAPE). The mean bias error gives accurate
information on the long-term performance of the model. This allows term by term
comparison of actual deviation between the predicted and actual response [25].
A low value of MBE is always desired for better accuracy of the proposed model.
A positive value of MBE shows an overestimate, while a negative value an
underestimate by the model. The RMSE test gives the information on the short-term
performance of the proposed model [61]. The value of RMSE is always positive.
The following equations deliver the statistical performance indicators for a pre-
diction model.

MBE ¼ 1
N

� �X
ðHpred � HmeasÞ ð19Þ

RMSE ¼ 1
N

� �X
ðHpred � HmeasÞ2

� �0:5

ð20Þ

MPE ¼ 1
N

� �X
ðHpred � HmeasÞ=Hmeas
� �� 100 ð21Þ

On reality, prediction models usually possess low values of MBE, RMSE and
MPE indicating acceptable prediction limits. The maximum deviation between the
actual and the predicted response values (mean percentage error) should lie between
±10 % for a model to satisfy predictive nature. If the mean absolute percentage
error (MAPE) is � 10 %, then the model has higher prediction accuracy and if
10 � MAPE � 20 means good prediction. MPE � 20 indicates inaccurate
prediction [62].

The values of statistical indicators are evaluated during validation and are
compared for the suggested multi-parametric and sunshine-based models. The
evaluated statistical indicators are compared for Madurai/Sivagangai during vali-
dation (2011–2013). The performance comparison is tabulated in Table 7.

The modified multi-parametric model encompassing significant factors proves to
be better accurate and acceptable than basic sunshine based models for prediction of
monthly average daily global horizontal irradiance for Madurai/Sivagangai. This is
justified from Table 7, where a least MAPE of 2.29 % occurs for the modified
multi-parametric model. A similar comparison of percentage error or deviation is
made among the modified multi-parametric model and the existing multi-parametric
models for the case of Sivagangai during training or model formulation. Selected
multi-parametric models whose input parameters were found available was con-
sidered. The models which fall in this line were reported by literatures as seen in
[63–65]. A performance comparison of deviation among the actual and predicted
values of global irradiance obtained through the existing and the proposed
multi-parametric model is made for the location of Sivagangai and is tabulated in
Table 8.
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Table 7 Performance comparison for the proposed models during validation for Sivagangai

Statistical performance
indicators

Linear Quadratic Cubic Modified
multi-parametric model

MBE (kWh/m2/day) −0.106 −0.1082 −0.1032 −0.1059

RMSE (kWh/m2/day) 0.2533 0.2577 0.2566 0.2420

MPE (%) 1.9040 1.9430 1.8500 1.8900

MABE (kWh/m2/day) 0.1423 0.1457 0.1437 0.1253

MAPE (%) 2.6033 2.6705 2.6284 2.2900

Table 8 Performance comparison among the existing and the reported multi-parametric models
for Sivagangai

Monitored
period

% error for
[63] (%)

% error for
[64] (%)

% error for
[65] (%)

% error for proposed
multi-parametric model

January 13.92731 −14.6246 2.649734 0.002878

February −2.35788 −2.34319 1.019544 −0.01721

March −13.9682 8.728655 1.586171 −0.03314

April −7.61535 9.613422 2.483227 −0.00439

May 5.823812 5.004125 3.4477 0.004055

June 11.50724 1.430333 −3.79753 0.232906

July 11.17679 −0.85644 −6.35005 0.058892

August 3.219488 5.195329 −2.32099 −1.30617

September −1.41395 10.80888 5.435546 −0.03205

October −10.0784 −0.19466 −0.49072 −0.05847

November −5.28594 −14.8999 −3.33001 0.190918

December 6.761487 −19.4203 −1.46601 0.017024

Table 6 Sunshine based empirical constants for Chennai

Training period Linear model Quadratic model Cubic model

a b a b c a b c d

January 0.16 0.6 0.608 −0.400 0.200 0.055 0.446 0.58 0.29

February 0.7825 −0.488 2.560 −4.450 0.750 0.754 −0.21 −0.77 0.66

March 1.427 −1.658 1.107 −0.612 −0.806 0.757 −0.15 0.38 −1.41

April 0.079 1.2197 0.449 0.589 −0.233 0.87 −1.30 −0.71 5.21

May 0.1883 1.1778 0.951 0.515 −1.806 −0.01 1.57 0.76 −1.53

June 1.901 −2.246 −5.6e−3 1.63 −0.12 0.98 −0.28 −0.29 0.04

July −0.7 2.85 0.96 −0.50 0.072 −1.2 4.6 −1.0 −1.0

August −0.1115 1.5274 3.854 −4.208 −4.208 0.57 −0.27 0.29 1.13

September 0.5123 0.1419 1.286 −0.754 −1.254 0.50 0.277 −0.14 −0.14

October 1.4740 −2.014 0.865 −1.632 1.632 −0.28 1.28 −1.28 3.28

November 1.4000 −2.000 −0.031 0.562 0.562 −0.82 1.105 1.86 1.52

December 26.06 −51.25 0.688 −0.488 −0.188 0.284 0.50 −0.20 −0.70
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The proposed model of the form as in Eq. (18) lies close to the actual or the
measured values of global irradiance during the training. This is reflected in the
least value of percentage error as seen in Table 8. Similarly, the modified
multi-parametric model is also applied for Chennai with the evaluated empirical
constants and testing data set. A performance comparison of MAPE is made among
the existing prediction models for Chennai [18, 19, 66, 67] during validation,
considered for the duration from 1980 to 2009. This comparison is made available
in Table 9.

The modified multi-parametric model works out well for the prediction of global
irradiance for the location of Chennai. This is made evident from Table 9, showing
the multi-parametric model as in Eq. (18) to experience least MAPE of 0.07 % than
the reported models. The proposed multi-parametric model possess better prediction
accuracy due to the fact of encompassing significant input factors affecting global
irradiance. Hence the selection of suitable model for prediction of global irradiance
lie in the availability of model inputs and in the addition of significant factor
justified through established physical laws.

4 Energy Prediction Model Emphasized Through
Performance and Exergy Analysis

Prediction of energy delivered by a typical photovoltaic system forms a major
aspect towards achieving reliability, which is one of the greatest challenge in
context to power system operation. This section contributes to the formulation of
energy prediction model for prediction of long term (monthly average daily) AC
energy generation.

Table 9 Performance
comparison among the
existing and the reported
models for Chennai during
validation

Prediction Models for Chennai MAPE (%)

Modi and Sukhatme [66] 8.87

Mani and Rangarajan [18] 9.39

Veeran and Kumar [19] 9.03

Sivamadhavi and Samuel [67]
(Sunshine (linear))

4.7

Temperature (linear) [67] 11

Ta(min)/Ta(max) [67] 11.3

Relative humidity (linear) [67] 10

Wind speed (linear) [67] 10.6

Precipitation (linear) [67] 8

Rainy days (linear) 7

Proposed multi-parametric model 0.07
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The existing Sandia inverter empirical model employs four equations which are
the function of DC power input and the electric self-consumption [68]. The theo-
retical estimation of DC power output, further depends on models such as Sandia
photovoltaic array dependent model and California Energy Commission model [5]
which further lies dependent on more number of input parameters such as direct and
diffuse radiation, module characteristics, array layout, diode current, reverse satu-
ration current, series and shunt resistance increasing complexity. Thus to reduce the
complexity and to make the model most applicable for pre-sizing and installation
study, an empirical model independent of module system parameter is highly
recommended. This forms the objective for the present section.

The evaluation of an empirical model for energy prediction follows the similar
steps of methodology as adopted in formulation of global irradiance prediction. The
performance analysis (electrical study) and exergy analysis (thermal study) form the
preliminary study emphasizing factor addition towards empirical model
formulation.

4.1 Performance Analysis of Solar PV Distribution System
(Grid Connected PV System)

The performance analysis for a grid connected PV system deals with the evaluation
of performance indicators such as energy generation, yield, performance ratio and
efficiency for the monitored duration. Most commonly, monthly average daily
based comparison for an annual period is commercially practiced. Hence monthly
average prediction is rightly dealt. Furthermore, the most unique performance
indicator occurs to be the AC energy generation through which the key performance
indices like final yield, performance ratio and capacity factor is made available.
Thus the prediction of AC energy generation for a solar photovoltaic system lies
important.

The reason for the variation of key performance indices with respect to moni-
tored input identifies the input factors affecting the same. The significant factor
affecting the AC energy generation is emphasized through baseline regression
analysis employed in RETscreen plus.

A typical case study of 5 MWp PV system is considered whose energy gener-
ation is to be predicted. The plant lies operational at Sivagangai. The measured AC
energy generation for the monitored duration is shown in Fig. 5. The AC energy
generation varied from a minimum value of 19413.1 kWh/day (December) to
27482.8 kWh/day (September). Similarly, the monthly average daily global irra-
diance varies from a minimum of 4.388 kWh/m2/day in December to
5.986 kWh/m2/day during September. Hence the variation of AC energy generation
and global irradiance occurs hand in hand. An increase in global irradiance sub-
sequently increases the AC energy generation.
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The calculated monthly average daily variation of final yield for the monitored
duration for the 5 MWp PV plant is shown in Fig. 6. The nature of variation in final
yield is similar to the annual variation of AC energy generation, which ultimately
depends on the global irradiance.

Thus, the significant effect of global irradiance towards AC energy generation is
emphasized by Figs. 5 and 6. Furthermore, the same is justified by adopting
baseline regression analysis through RETscreen plus. The input factors such as
global irradiance and ambient temperature are varied with respect to the response to
be predicted or the AC energy generation. The regression coefficient occurring
between their variations mark the closeness between the same. The higher the value
of regression coefficient, the significant is the considered input parameter towards
energy generation. Table 10 represents the effect of variation in global irradiance

Fig. 5 Monthly average
daily variation of AC energy
generation and global
irradiance for 5 MWp PV

Fig. 6 Monthly average
daily variation of final yield
for 5 MWp PV plant
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(H) and ambient temperature (Ta) towards the key performance indices such as
energy generation and efficiency as obtained from RETscreen plus.

As inferred from Table 10, the input parameter Ta is found to be less significant
towards energy generation and efficiency. This lies behind the value of R2 which
varies between the ranges of 0.40 and 0.49 indicating the parameter of Ta to be less
significant on comparison to global irradiance. Hence the emphasized input factor
through performance analysis is the global horizontal irradiance. This is considered
as one of the input factor for formulation of empirical model for energy generation.

Multi-parametric system independent energy prediction models are preferred
over single parametric energy models. This is because the multi-parametric
empirical prediction models experience better prediction accuracy. Hence, the
formulation of multi-parametric model is followed for energy prediction too.

4.2 Exergy Analysis of Solar PV System

The effect of photovoltaic deals with the creation of power on exposure of the PV
material to sunlight. During the process of power generation, there also occurs
simultaneous dissipation of heat or thermal energy. The amount of thermal heat loss
dissipated varies with the sizing of PV system. This loss of heat plays a significant
role in affecting the performance or the energy generation of the PV system. Thus
the knowledge on exergy, which accounts for the variation of thermal exergy loss
towards efficiency thereby energy generation is essential for knowing its signifi-
cance. The term exergy and its concept were first put forward by Gibbs in 1873 [69]
and were further developed by Rant in 1956 [70]. Exergy analysis is basically
derived from the second law of thermodynamics. Thus, exergy is more concentrated
than energy as it considers all the irreversibility’s present in the on-site operation of
the plant yielding more meaningful efficiencies approaching to the ideal.

Exergy analysis plays a decisive role in analysis, improvement, design, assess-
ment and optimization of the energy system [71]. The main key features of this
analysis are to provide a true measure of actual plant performance and to identify
the types, causes and location of thermodynamic losses in the system. The objective
of exergy analysis in the present study is to emphasize the significance of thermal
exergy loss and module temperature (resulted due to the dissipation of thermal loss)
toward energy generation. Though the concept of exergy is dealt with the PV side,

Table 10 Effect of variation of H and Ta towards energy generation and efficiency

Estimated performance
indicator (Y1–Y3)

Plot of X1

versus (Y1–Y3)
Plot of X2

versus (Y1–Y3)
R2 for X1

versus (Y1–Y3)
R2 for X2

versus (Y1–Y3)

Eac H versus Eac Ta versus Eac 0.94 0.40

PV module efficiency ηpv H versus ηpv Ta versus ηpv 0.96 0.43

Inverter efficiency ηinv H versus ηinv Ta versus ηinv 0.68 0.49
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the same remains unchanged on integrating the PV array system to the grid. Hence
the accountability of thermal loss towards energy modelling remains important.

4.2.1 Assessment of Thermal Exergy Loss

Exergy balance of solar photovoltaic as seen in [72] can be written as

Exergy input� Exergy output� Exergy consumption ¼ Exergy accumulation:

ðor) Exergy input� ðElectrical exergy� Thermal exergyÞ ¼ Energy destruction

The thermal exergy loss can be theoretically evaluated [73] as given in equation

Thermal exergy ¼ UAðTm � TaÞ 1� Ta
Tm

� �
ð22Þ

U represents the overall heat loss coefficient in (W/m2 °C). Tm represents the
module temperature. The convective heat transfer coefficient ‘h’ is given by Boyle
(2004) [74]

hc ¼ 5:7þ 3:8ts ð23Þ

The radiative heat transfer coefficient is small and hence considered to be
negligible.

The assessment of thermal exergy loss is carried out for the 5 MWp PV plant to
justify the addition of it towards energy prediction. The evaluated monthly average
daily thermal exergy loss over the monitored duration of the 5 MWp PVplant is
shown in Fig. 7. The thermal exergy loss is found to increase with increase in
ambient temperature. The increase in ambient temperature further increases the
module temperature. Hence, as the module temperature increases the thermal
exergy loss subsequently increases. Hence the module temperature, also acts as a
significant factor affecting thermal exergy loss influencing energy generation.

The variation of thermal exergy loss with respect to AC energy generation for
the 5 MWp PV plant is shown in Fig. 8.

The value of R2 justifying or indicating the effect between thermal loss and AC
energy generation (Eac) is found to be 0.771. This greatly implies the justification
for inclusion of thermal exergy loss for modelling energy generation. Similarly, the
dependence of thermal exergy loss towards energy generation for a 160 kWp PV
plant [75] is shown in Fig. 9. The variation of Edc with respect to thermal exergy
loss rightly represents the variation of Eac with respect to Exth. The factors
influencing the DC energy generation is considered influencing AC energy gen-
eration. The value of R2 is also high amounting to 0.846 emphasizing the effect
between energy generation and thermal exergy loss.
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Fig. 7 Monthly average
thermal exergy loss generated
by 5 MWp PV system and the
monitored temperature
difference

Fig. 8 Variation of thermal
exergy loss over AC energy
generated for a 5 MWp PV
system

Fig. 9 Variation of thermal
exergy loss over AC energy
generated for a 160 kWp PV
system

162 S. Sundaram and J.S.C. Babu



Thus, the effect of thermal loss significantly affects the AC energy generation.
Furthermore, the effect of module temperature also influences AC energy genera-
tion. This is justified by certain case studies which are described as follows. The
effect of module temperature with respect to Eac for a 1.72 kWp roof top PV plant
[76] generates the regression coefficient value between the same to be 0.734. The
performance of 67.84 kWp PV system [77] possesses an R2 value of 0.767 as
shown in Fig. 10.

The higher the value of R2 approaching ideality, the more is the significance of
response with respect to the input. Thus, the inclusion of Tm towards formulation of
long-term energy prediction model is well supported by long term realistic PV plant
studies.

Ultimately, the factors influencing the DC energy generation of a PV system
influences the AC energy generated by the system too. The DC energy of the
system varies with AC energy with an assumed constant of proportionality in most
cases or the inverter efficiency.

Thus, the AC energy generated can have its dependence as

Eac ¼ function ðEdc; ginvÞ ! Eac ¼ function ðTm;ExthÞ; ½from exergy analysis] ð24Þ

Thus, as inferred from Eq. (24), the AC energy generated by the system is
influenced by significant factors such as module temperature and thermal exergy
loss as concluded from exergy analysis.

4.2.2 Formulation of Empirical Model for Energy Prediction

The input factors affecting the AC energy generation, termed significant are the
global horizontal irradiance (H), module temperature (Tm) and thermal exergy loss

Fig. 10 Tm versus Eac for
67.84 kWp PV system [77]
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(Exth). These are the individual input factors contributing towards the formulation
of empirical model for energy prediction.

The possible combinations of constituted input factors which are significantly
affecting the energy generation include H, Tm, Exth, (H * Tm) (H * Exth), and H2.
The interactions of the main effects include (H * Tm) and (H * Exth). Thus the
proposed non-linear model is of the form

Eac ¼ aþ bHþ cTm þ dExth þ eHTm þ fHExth þ gH2 ð25Þ

The empirical coefficients in the proposed model such as a, b, c, d, e, f and g as
in Eq. (25) can be calculated for a solar PV system installed at a particular location
employing least square criterion. Thus the proposed model can be made applicable
for a location with the assistance of certain input data set called the training data set
corresponding to a location.

Thus applying Eq. (25) employing the measured and evaluated training data set
the proposed equation for prediction of AC energy generated by a 5 MWp PV plant
at Sivagangai employing predicted irradiance (obtained from Eq. (18)) is given by

Eac ¼ �22550� 11585Hþ 3590:4Tm þ 5:0718Exth � 723:72HTm

� 0:302HExth þ 3936:9H2
ð26Þ

The proposed model is compared with the other existing models as cited in [11,
13, 45]. The absolute mean percentage error varied from a minimum to a maximum
of 1.13–7.37 % for the proposed model and the same for the models proposed by
Krebs and Gianolli-Rossi [11], Mayer et al. [13], International Energy Agency [45]
varied from 0.3 to 24.79 %, 0.5 to 8.4 % and 0.5 to 9.47 % respectively. This is
depicted in Fig. 11, which shows the proposed model to be highly acceptable for
prediction of monthly average daily energy generated by a PV distribution system.

Fig. 11 Comparison of MPE
for the existing with the
proposed model for
5 MWp PV plant at
Sivagangai during training
(2011–2012)
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The modified form of energy prediction model and the existing models is also
applied to a reported case study of 1.72 kWp [76]. A performance comparison of
MPE is made among the models and is represented in Fig. 12.

As seen from Fig. 12, the mean percentage error for the individual observations
is least for the proposed energy prediction model than the reported energy pre-
diction models. The adaptability of suggested energy prediction model for varying
peak power capacity is also inferred on its application to PV plant at Durban.

The advantage of the modified empirical energy prediction model lies in the
incorporation of system independent or metrological factors for energy prediction.
Furthermore, the model is limited to real-time monitored input parameters such as
ambient temperature and wind speed. In addition, the improved accuracy of the
proposed model resulted due to the account of factors emphasized through per-
formance (electrical) and exergy (thermal) analysis.

5 Summary

In order to experience improved prediction accuracy multi-parametric model is
preferred over single parametric model. In addition, incorporation of significant
input factors affecting energy generation also plays a vital role in yielding improved
prediction accuracy. An improved empirical model for prediction of monthly
average daily global horizontal irradiance tested for locations of Madurai/
Sivagangai and Chennai are proposed. Furthermore, an improved energy predic-
tion model is also formulated with predicted global irradiance for a 5 MWp PV
system whose AC energy generation is predicted over a long term horizon (monthly
average daily). The advantage of the proposed models includes its limitation
towards real time measured input parameters which is absent in the existing

Fig. 12 MPE of the energy
prediction models for a
1.72 kWp PV plant at Durban
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empirical model. Moreover, the cost experienced for measuring the independent
model parameters should be less than the direct measurement of the depended
parameter or the desired response (global irradiance and energy generation). This
becomes the adequate necessity of an empirical model. Hence, the proposed models
lie in line with this adequate necessity.
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A Study of Islanding Mode Control
in Grid-Connected Photovoltaic Systems

Wei Yee Teoh, Chee Wei Tan and Mei Shan Ngan

Abstract This paper reviews the recent trend and development of control tech-
niques for islanding mode particularly for photovoltaic (PV) grid-connected sys-
tems. Grid-connected system has gained vast popularity over the past years.
Therefore, it is essential to ensure ultimate safe interaction between distribution
generations and utility grid. One of the major safety issues is the unintentional
activities carried out by maintenance workers within the grid-connected PV system
during the islanding operation mode. There are two types of islanding mode,
namely the intentional and unintentional. This paper only focuses on the detection
methods for unintentional islanding. Anti-islanding detection methods are generally
categorized into two groups, namely the Local Islanding Detection Technique and
the Remote Islanding Detection Technique. Each detection group consists of sev-
eral specific techniques that apply different methodologies or algorithms. The
fundamental concept and theory of operation of popularity used anti-islanding
detection methods are described. In addition, the advantages and disadvantages of
each control method have been highlighted. The operation characteristics and
system parameters of each detection techniques are analyzed and discussed.
Moreover, the comparison of islanding detection method based on various char-
acteristics has been detailed. It can be concluded that anti-islanding detection
methods are greatly governed by the nature of system application as well as the
scale of the system. Finally, this chapter also explains construction of the simulation
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of the PV grid-connected anti-islanding detection method in MATLAB/Simulink
simulation software. The chapter ends with the simulation results of both passive
and active methods as well as the results, discussion, and analysis.

Keywords Photovoltaic (PV) grid-connected system � Islanding detection �
Passive method � Active method � Hybrid method � Communication-based method

1 Introduction

Over the past decades, the quick growth of industries due to the rapid development
of new technology has significantly increased the worldwide energy demand [1].
Moreover, it is projected by the U.S. Energy Information Administration (U.S.EIA)
that the world energy consumption is still increasing and anticipated to reach a
growth of 53 % from year 2008 to 2035 [2]. To date, the generation of main power
supply is still heavily reliant on fossil fuel, such as coal and natural gas [3].
However, the production of electricity using fossil fuels is known to emit hazardous
greenhouse gases which may harm the environment [4, 5]. It has been reported in
Ref. [6] that, based on the consumption trend of fossil fuels from 1980 to 2006,
natural oil is estimated to run out to approximately 40 years. As fossil fuels become
scarce, the price of energy will continue to soar in the upcoming decades [1, 6, 7].
Therefore, the world is in urgent need of alternative resources, and related tech-
nologies have been focused and developed intensively for the past few years [8].

With the growth of renewable energy, the importance of Microgrids has also
relatively increased. This is because Microgrids is part of power distribution system
that contained DGs, energy storage device, and intergrading loads as shown in Fig. 1
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Fig. 1 The overview block diagram of Microgrids connected to utility grid
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[9, 10]. DGs are small-scale power generation plants located near the loads they are
feeding and interact with the utility grid to import or export energy [11, 12].
Typically, DGs generate power from a few kilowatts upto 50 MW (a block diagram
of multiple DGs system connected to the utility grid is shown in Fig. 1). Thanks to
their proximity, transmission losses are reduced. This could effectively decrease the
size and the number of power lines that are put up to deliver the output to the
consumer. Additionally, the use of DGs helps to reduce greenhouse emissions,
minimize peak loads, improve the system security, and ultimately reduce the vul-
nerability to simultaneous system failures [3, 11]. Nevertheless, in order to meet the
targeted goals, the DGs system connected to the utility grid must comply with the
DGs interconnection standards imposed by the national electrical rules and regula-
tions to ensure substantial safety and prevent performance implication [13–18].

Photovoltaic (PV) energy has become one of the most promising renewable
energies in DGs [3, 11]. This is due to the fact that PV energy is free, environ-
mentally friendly, and sustainable [11, 12, 19]. However, at present, the high cost of
PV material and grid interconnection policies have restricted its vase development
in energy generation. Consequently, solar energy can only help to reduce the
dependency on conventional power generation. Therefore, a big challenge remains
to enhance the PV technologies and to clarify the grid interconnections require-
ments, in order to make PV as the primary energy resource in the near future [20].

The interconnection of PV, power conditioning unit (PCU), and the utility grid
in grid-connected PV systems has to meet the specified technical requirements to
ensure high power quality and reliability. For that reason, abnormal operating
conditions that could influence the operation of grid-connected PV systems should
be avoided [16]. For instance, unintentional operation in islanding mode is a major
system reliability issue that could seriously affect the system stability due to the loss
of grid synchronization. Unintentional islanding causes the voltage and frequency
of DG to deviate from the tolerated range which may harm the component in the
system within the islanded section. More importantly, the safety of maintenance
workers will be threatened as they may not be aware of the occurrence of islanding
in their service section [21]. Therefore, it is vital to apply anti-islanding control in
all grid-connected PV systems.

A good islanding mode control is compulsory to ensure the safety of mainte-
nance workers as well as to prevent a potential damage to end user’s equipment.
Several anti-islanding algorithms have been proposed and published over the past
decades [22]. Based on the gathered literatures, there is no specific islanding
detection method that is considered ideal. Typically, the drawbacks of those
detection methods are as follows:

1. the occurrence of a non-detected zone (NDZ), which may lead to failure of
anti-islanding detection.

2. the degradation of power quality and the system stability.
3. the malfunction in multiple DGs.
4. the need of extra circuitry or apparatus.
5. high capital and maintenance cost [23].
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To the best of the author’s knowledge, there are more than 25 anti-islanding
methods that have been proposed but not all methods are suitable for PV
grid-connected systems. Moreover, the peer-reviewed literature on PV-related
anti-islanding is limited. Hence, recent trends in the proposed anti-islanding control
techniques are worth to review and compile. This paper is compiled and analyzed
commonly on applied and recently developed anti-islanding detection techniques,
especially for PV grid-connected systems. The fundamentals of islanding conditions
are described and the available islanding detection methods are also reviewed and
revised. In addition to that, a comprehensive comparison among the studied methods
has been made. Finally, summary and conclusions of this review are drawn.

2 The Principle of Islanding in Distribution
Generation Systems

Islanding is a phenomenon that refers to a fault that occurs in the utility grid or DG
due to various factors, causing the DG to disconnect from the utility grid. If the DG
source did not detect or recognize the fault, it will not terminate the electricity
supplied to the local loads, although the DG has lost connection with the grid.
Being isolated from the DG, the utility grid will lose control to the DG system
without reference parameters, such as RMS voltage and/or frequency from the
utility grid [13, 14] (DG system will continue to operate in stand-alone conditions).

The fundamental idea of islanding concept is shown in Fig. 2, where the DG
with PV as a distribution source owned by a utility customer is connected to a
utility via a PCU. PCU interfaces the DG with the utility through the Point of
Common Coupling (PCC) in between the utility and the local loads. The main
function of the PCU is to perform Maximum Power Point Tracking (MPPT) and
DC–AC inversion features [24]. Islanding occurs when the utility circuit breaker
opens, but the PV continues to supply power to the section of the utility system
between the utility circuit breaker and the PCC.
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This section normally consists of a transformer, utility equipment, and a local
load. During islanding, the system loses solid voltage and frequency references
from the utility. Equipment and other connected electrical devices may suffer
damages due to asynchronous voltage and frequency. Worst, safety hazard is now
present. The technical team assigned to this section may not be aware of the danger
resulting from the continuous energizing, even though the utility is no longer
connected to it. For this reason, islanding needs to be detected as soon as possible in
order to alert all the control systems which in turn will discontinue the energy
production. This action is referred to as “Anti-islanding” and is usually performed
at the PCC [25, 26].

2.1 Types of Islanding

Generally, islanding mode is classified into intentional (planned) and unintentional
(unplanned) modes. The former islanding aims to sectionalize the utility system
during disturbances to create power “islands.” This mode is commonly used during
maintenance. When disturbances occur in a utility distribution, this island can
maintain a constant supply to local loads within, as planned by the energy man-
agement procedure, until the utility is ready to be re-synchronized with the DG.
Typically, intentional islanding has no negative consequences as it will be handled
during or after the grid’s disconnection [17, 18, 27].

The latter islanding mode is caused by unpredictable disturbances in the utility.
The DG is automatically disconnected from the utility to avoid damages to the
source and/or to the loads. This results in a severe impairment of the power system
stability due to the loss of grid synchronization. In addition, unintentional islanding
can be hazardous to the maintenance team, who may not be aware that the islanding
area is still powered even though the power from the grid was tripped. Hence, high
concern is given to the possible occurrence of unintentional islanding in a distri-
bution system with distributed resources as loads and generations [17, 18, 28].
Unintentional islanding may occur as a consequence of any of the following
phenomena:

1. a fault has been detected by the utility, such as blackout, voltage shutdown,
short circuit, etc., leading to the opening of the protection devices in order to
disconnect the supply; however, the disconnection failed to be detected by the
DG site protection devices or the PV inverter.

2. an accidental opening of the normal utility supply due to equipment failure.
3. the utility switching of the DG system and loads.
4. an intentional disconnection for maintenance purposes either at a point on the

utility grid or at the service entrance.
5. sudden changes in the electric distribution systems and loads.
6. a human error or a malicious mischief.
7. vandalism or act of nature.
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2.2 The Needs of Islanding Prevention

The grid-connected PV systems must adhere to the voltage and frequency char-
acteristics of the utility supply. In the case of islanding, the PV generators should be
disconnected from the local loads immediately. However, if the PV system acci-
dentally reconnected during islanding, an asynchronous condition will occur, which
allow transient overcurrents to flow through the PV system. Damages due to the
inverters and/or to the protective equipment such as circuit breakers as well as to
sensitive electrical equipment may occur [13].

Islanding control can be achieved through inverters or via the distribution net-
work [29]. Inverter controls can be designed for the detection of grid voltage or
measurements of impedance, frequency variations, or harmonics. There are many
reasons that islanding should be prevented in a PV grid-connected system or in any
other distributed energy generation such as to ensure the high quality of power
provided. Thus, the utility requires the implementation of anti-islanding controls on
any grid-connected PV system. Possible consequences of an undetected islanding
include:

1. a possible damage to the customer’s equipment as the utility would not be able
to control the voltage and frequency of power supply in the island.

2. both the utility as well as the PV distributed resource owner could be found
liable for electrical damage to customer’s equipment due to voltage or frequency
excursion outside of the acceptable ranges.

3. islanding may present an electrical hazard to the utility line-workers or to the
public who assumes a line had been disconnected from all energy sources,
while, in fact, it had not.

4. re-closing into an island may result in re-tripping the line or damaging the
distributed resource equipment or other connected equipment, due to out of
phase closure.

5. islanding may interfere with the manual or automatic restoration of the power
supply by the utility [30].

Due to the abovementioned reasons, additional research and study needs to be
carried out to help mitigating the drawback of the existing anti-islanding detection
algorithm.

3 Anti-islanding Detection Methods

The NDZ and Quality factor (Q factor) are two major features to emphasize in this
section. This is to promote a better understanding of the islanding detection tech-
nique discussed in the next section. Both the NDZ and Q factor have been widely
cited as the criteria to evaluate the efficiency of islanding detection [31, 32].
The NDZ represents the interval of islanding failed to be detected by the DG once
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an islanding occurred [23]. The NDZ corresponds to the power mismatch between
the power supplied by DG and the local load. This in turn creates the real power
variation (ΔP) and the reactive power variation (ΔQ). These variations should be
large enough so that the algorithm can detect islanding within an adequate interval
of time. In short, the NDZ is also known as the evaluation index [31]. The Q factor
is the product of two pi (p) and the ratio of the maximum energy stored to the
energy dissipated per cycle, at a given frequency [13]. It represents the relative
amount of energy stored and energy dissipated in an RLC circuit. In another word,
only low value of Q factor can ensure the high effectiveness of islanding detection
[22]. The local load is typically modeled as a parallel RLC to demonstrate a high
Q factor scenario, as expressed in

Qf ¼ R
C
L

� �1
2

ð1Þ

where Qf is the Q factor, R is resistive loads, C is capacitive loads, and L is
inductive loads. The higher the Q factor, the more difficult an islanding is detected.
Comparatively, nonlinear loads such as harmonics producing loads and constant
power loads do not increase the difficulty to detect islanding. The Q factor is
directly proportionate to the NDZ, hence a smaller NDZ is desired [24]. In par-
ticular, most of the islanding methods have to cope with the NDZ problem, espe-
cially when using passive islanding detection methods. Consequently, it can be
deduced that minimizing the NDZ and shortening the response time of islanding
detection are the main objectives that need to be researched [31, 32].

The control techniques of anti-islanding for PV grid-connected DG can be
grouped into two: the first is the local islanding detection techniques that rely on the
measurement of the system parameters at the DG site; the second is the remote
islanding detection techniques based on the communication between the utility grid
and the DG. Figure 3 shows the classification of islanding and anti-islanding
detection techniques. Local detection technique can further be classified into:

Islanding Detection 

1. Local Techniques 2. Remotes Techniques 

A. Utility Method

B. Active Method

A. Passive Method 

Islanding 

Intentional Unintentional

C. Hybrid Method 

B. Communications Based Method

Fig. 3 The classification of
anti-islanding detection
techniques
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passive method, active method, and hybrid method. On the other hand, remote
detection technique can be classified into: utility method and communications based
method.

3.1 Local Anti-islanding Detection Method

The local islanding detection technique is based on the measurement of the system
parameters at the PCC and at the DG site. These parameters (voltage, frequency or
other parameters) can be measured to detect an islanding as shown in Fig. 4. Most
of the islanding detection techniques rely on more than a single parameter in order
to determine an islanding occurrence [27, 28, 33]. Local islanding detection tech-
niques can be further classified into three methods: passive, active, and hybrid as
shown in Fig. 3.

3.1.1 Passive Method

Passive islanding detection methods rely on the measurement of the system
parameters. These parameters can be the variations in voltage, frequency, harmonic
distortion, etc. [34]. As shown in Fig. 2, these parameters vary greatly at the PCC
when the system is islanded. To differentiate a grid-connected condition from an
islanding, one needs to assess the threshold settings of these parameters [35]. The
setting of the threshold values should be made very carefully in order to effectively
distinguish an islanding from other disturbances in the system. Passive techniques
have minimal response time and do not introduce disturbances in the system.
However, these have a large NDZ that could cause detection failures [36]. There are
various passive islanding detection methods. Some of the most commonly used
grid-connected PV system are shown in Fig. 5 together with their alternative
naming according to the similarities of their principle of operation. Figure 6
illustrates the flowchart of a passive islanding detection.
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Voltage Protection and Frequency Protection

Under/over frequency protection (UFP/OFP) and under/over voltage protection
(UVP/OVP) methods are also known as Standard Protective Relay or Abnormal
Voltage Detection [13]. Implementation of these methods is usually regulatory
mandated as this is the basic protection for a PV grid-connected system. In the
event that the amplitude of the VPCC or the frequency exceeds the defined thresh-
olds, these measures kick in to prevent the DG from supplying power to the utility.
The same methodology can be used for islanding detection [29, 34, 37]. Figure 7
shows the power flow in a PV grid-connected system under normal conditions. The
node PCC depicts the PCC between the utility grid and the PCU.

Consider the configuration shown in Fig. 7. The PCC node is the PCC between
the utility grid and the PCU in a PV DGs. When the recloser is closed and the utility
is connected, the power flow in the interconnected system can be described by the
following equations [38].

The power delivered by the inverter is (2)

SPV ¼ PPV þ jQPV ð2Þ

where PPV is the real power and jQPV is the reactive power flowing from the
PV DG. The power consumed by the load is (3).

Sload ¼ Pload þ jQload ð3Þ

where Pload is the real power and jQload is the reactive power flowing from the PCC
to the load. We can derive the portion of power delivered by the grid by summing
the power flows at the PCC, as shown in (4) and (5).
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Fig. 7 The power flow in a PV grid-connected system under a normal operating condition
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Pload ¼ PPV þDP ð4Þ

Qload ¼ QPV þDQ ð5Þ

where ΔP is the real power and ΔQ is the reactive power flowing into the PCC from
the utility grid. Hence, ΔP (6) can be derived from (4) and ΔQ (7) from (5).

DP ¼ Pload � Pinv ð6Þ

DQ ¼ Qload � Qinv ð7Þ

In case of an islanding, the real power consumed by the load is expressed in an
Eq. (8). It is a function of voltage:

Pload ¼
V2
pcc

Rload
ð8Þ

where Vpcc is the voltage at the PCC and Rload is the local resistive loads. And
reactive power is expressed in Eq. (9), it is a function of the voltage and the
frequency.

Qload ¼
V2
pcc

1
XL
� 1

XC

¼ V2
pcc

xL 1� x
xR

� �2
� � ð9Þ

where xR ¼ 1

LCð Þ12
is the resonant frequency, L is the load inductance, and C is the

load capacitance.
Equations (8) and (9) describe the active and reactive power consumed by RLC

load. If the active power demand for the local load and the active power generated
from the PV system are not equal in instance, the utility circuit breaker opens,
where PPV < Pload next the Vpcc must increase until PPV = Pload. If PPV > Pload,
then Vpcc will decrease until Ppv = Pload. Correspondingly, if the reactive power
demands of the local load and the reactive power generated do not match at the
instance the grid is disconnected, then the frequency, x at the PCC must change
until QPV = Qload. The PV inverter will continue to adjust the frequency until the
phase angle of the power at the PV is in synchronization with the local load. Hence
once the utility circuit breaker is opened, i.e., islanding occurs, the resulting voltage
and frequency change can be detected by the over/under frequency/voltage relays in
the system [27].

In another perspective, the islanding behavior of the system when the utility
circuit breaker opens will depend on ΔP and ΔQ at the instant before the switch
opens. If DP 6¼ 0, the amplitude of the VPCC changes and the over/under voltage
and over/under frequency relays to detect the change, an islanding can be pre-
vented. By OVP/UVP protection, the inverter monitors the RMS voltage of the
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utility and disconnects if the values go across the thresholds. This offers a protection
during brown-outs and utility drops [39]. If DQ 6¼ 0, then the Vload will result in a
sudden shift in phase. Then the inverter’s control system will induce the frequency
of the inverter to be closer to that of the output current’s, and thus the frequency of
VPCC to approach DQ = 0. This change in frequency is detected by the over/under
voltage and over/under frequency relays [13, 14].

Due to the small values of DP and DQ, when the local load demand and the PV
generation are similar, it created difficulties to detect an islanding phenomenon. In
an NDZ, the values are insufficient for the frequency or voltage changes to be
detectable by an over/under voltage and over/under frequency relays. Hence,
OVP/UVP protection will not trip to prevent islanding. It is necessary to develop
islanding techniques that are suitable in such cases when the powers of the PV and
the local load demand closely match. It is the target of all islanding detection
methods to reduce the non-detection zone to as close to zero as possible [13, 14].

Voltage Phase Jump Detection

Phase jump detection (PJD) is a method of anti-islanding. It is performed by
monitoring the phase difference between the inverter’s terminal voltage (Vpcc) and
inverter’s output current (IPV_inv) in order to detect a sudden phase jump as present
in Fig. 8 [22, 28, 40]. In case of an islanding, during the transition from a
grid-connected condition to islanding occurrences, the phase angle of Vpcc will shift
to match the phase angle of the local load. This phase shift results in a sudden phase
change at the PCC point. Hence, the PJD method will detect for this sudden change
of phase angle in order to notice an islanding happened. In addition, it is in the
nature of the loads to have imperfect power factors, which means that the total
voltage from the utility grid is not completely absorbed but is slightly impeded. It is
a crucial requirement for the grid-connected inverters to have a unity power factor
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(pf) because the NDZ of a PJD depends on the pf. The NDZ can change if the
inverter is not operating in unity with power factor. Hence, the PJD is also called
Power Factor Detection or Transient Phase Detection [13].

Generally, the inverter in a PV system tracks the phase of the grid signal using a
Phase Locked Loop (PLL). For more studies about PLL and PJD please kindly refer
to [41–48]. In a current-source inverter, the output current waveform is synchro-
nized with the utility voltage. This is done by detecting the rise or fall of the VPCC at
its zero crossings at the PCC in a normal operation. This is generally accomplished
by using an analog or digital PLL. However, in a voltage-source inverter, the role of
the voltage and current are inverted. This is similar in a current-source inverter [30].
For the current-source inverter, the Vpcc has lost control by the utility voltage source
when the utility grid is no longer connected. While the IPV_inv is fixed, it still
follows inherently the waveform template provided by the PLL in the inverter. This
is due to the synchronization between the IPV_inv and the Vpcc and occurs only at the
zero crossings of the VPCC. Between the zero crossings, the inverter is essentially
operating in an open-loop mode. Therefore, the IPV_inv turns to become a
fixed-phase reference. But, as the frequency has not yet changed, the phase angle of
the load must be the same as the utility’s phase angle just before it disconnects and
as a result the Vpcc must “jump” to this new phase as shown in Fig. 8. At the next
zero crossing of the Vpcc, this will result in a phase error between the “new” Vpcc

and the IPV_inv which can be used to detect an islanding. If this phase error is over
the setting threshold values, the controller can stop the operations of the inverter
[15]. Hence, the difficulty comes in the threshold selection as the NDZ of the PJD
depends on pf and the pf in the island depends on the local load in the island [30].

Detection of Voltage and Current Harmonic

The Detection of Voltage and Current Harmonic technique is based on the mea-
surement of the Total Harmonic Distortion (THD) at the PCC. A comparison is
made between the measured values and the defined threshold, the inverter’s
operation will cut off in case when the measured value exceeded the defined
threshold [38].

When the utility grid is connected, the Vpcc refers to the grid voltage. This forces
a low-distortion sinusoidal voltage across the load terminal which, in turn, induces
the linear load to draw an undistorted sinusoidal current. Therefore, harmonic
currents produced by the inverter will flow into the low impedance grid through
PCC. This harmonic current is kept small and the utility impedance is generally
low. The interaction of this harmonic current with the minimal utility impedance
will only produce a very small amount of distortion at the Vpcc. Normally, the THD
of the Vpcc is below the detection point when the inverter is connected to the utility
grid [30]. For that reason, the harmonic distortion can be considered as negligible
(THDv � 0) in this condition.
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However, when an islanding condition takes place, the current harmonics pro-
duced by the inverter is transmitted to the load which ordinarily bears higher
impedance than the grid. The interaction of the harmonic currents and the utility
impedance generates a great, measureable distortion at the Vpcc. Thus, the THD
variations exceeded the defined thresholds and can be used to detect an islanding
[39]. There are two mechanisms that can cause the harmonics in Vpcc to increase
during an islanding. The first mechanism is the switching process of the PV inverter
itself. The PV inverter will produce current harmonics in its AC output current as a
nature of all switching power converters. Hence, it is typical to expect a
grid-connected PV inverter to produce a THD of less than 5 % of its full rated
current. Second, when the utility grid disconnects, the harmonic currents interacting
with the larger load impedance will produce a larger voltage harmonic in Vpcc [40].
This is due to the fact that the low utility impedance has been disconnected and only
the local load impedance remains. In general, the load impedance is higher than the
utilities. The harmonic currents produced by the inverter will flow into the local
load leading to an increase in harmonics at the PCC. These voltage harmonics, or
the change in their levels, can be detected by the inverter. This will trigger the
operation to be discontinued [30].

When an islanding occurs, the THD of the local load will naturally increase to
that of the inverters themselves. This offers a very secure method of detection of an
anti-islanding because, commonly, there are no other sources of THD that would
match the inverter. This method is advantageous due to the fact that its effectiveness
is preserved even with multiple inverters. Yet, as a drawback, this method will
induce high quality loads to filter out the distortion. If this filtering effect is strong
enough, the distortion response will be too small which, in turn, may reduce the
THD below the islanding trigger thresholds. The detection is more difficult in a
system without a transformer inside the disconnected point. This is because the
transformer has nonlinear effects that produce unique 2nd and 3rd harmonics, which
are easily measurable. However, the largest problem is that the modern inverters
attempt to lower the THD as much as possible, in some cases to immeasurable
limits. Thus, they are sensitive to the grid perturbations which render the threshold
establishment more difficult for an islanding detection. In addition, with nonlinear
loads, the voltage distortion at the PCC can be so high that a fault may be mis-
takenly detected even if the grid is present. Conversely, with linear loads, the THD
variation may be too low to be detected [49].

Other Passive Islanding Detection Methods

Apart from the aforementioned methods, many other passive methods have been
developed. For example, a new islanding detection was proposed by authors in
[50]. Based on State Estimators method, this proposed islanding detection method
is concerned with the application of a voltage-oriented control combined with
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resonant controllers. The algorithm is based on a grid voltage control without
sensors, which is ordinarily sensitive to the system perturbations. This algorithm,
integrated in a grid voltage estimator on the controller, detects the variations of the
estimated harmonic content and the real harmonic content. Furthermore, Kalman
filters algorithm is implemented in this method in order to estimate the 3rd and the
5th harmonics of the grid voltages. The corresponding energy mismatch between
the estimated 3rd and 5th harmonics and the measured values are used to detect an
islanding condition [49].

Authors of [51] reported a new passive method known as the Detection of
Voltage Unbalance and Total Harmonic Distortion. Two newly proposed system
parameters are used in the detection of an islanding, namely the voltage unbalances
and the THD of the current. Nevertheless, the voltage magnitude used in the
conventional islanding detection methods is also used here. This new method
diagnoses the operating condition of the DG by monitoring the change of these
three parameters. This method detects an islanding effectively and is not affected by
the variations of the DG loads as it has a good selectivity for islanding and
non-islanding conditions. However, this method does not solve the issues and the
difficulties found in the high Q factor detection, and the threshold is still difficult to
be determined [37].

3.1.2 Active Method

Active islanding detection methods involve the injection of a small disturbance
signal to certain parameters at the PCC. Then, the response of the DG is monitored
at the time the disturbance signal is injected [37]. The concept of this method is
based on the relative significance of a weak signal at two instances: (1) grid is
supplying power to the load and (2) grid no longer supplies power to the load. To
be exact, a small disturbance signal will become significant once the utility is no
longer connected and ceased acting as the reference power, which in turn will
trigger the inverter to cease power conversion. The values of system parameters will
also vary during the cessation of power conversion. By measuring specific corre-
sponding system parameters, islanding event can be detected [26]. Active methods
involve some feedback control technique to detect the changes in the parameters
such as the frequency or the voltage at the PCC [25].

Active method can detect islanding accurately due to the method reduced or
even eliminate the NDZ effectively. However, the complexity of an implementation
increase because of the additional circuit required to create suitable disturbances.
On the other hand, the additional circuit may create problems on the power quality,
for example, the deterioration of the grid voltage quality and the system instability
[13, 14].

There are many active islanding detection methods. Some of the most popular
ones are used in the grid-connected PV systems as shown in Fig. 9, together with
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their alternative names based on similarity of their principle of operation. The basic
operation flow of an active islanding detection procedure is shown in Fig. 10.

Impedance Measurement

An Impedance Measurement measures the overall impedance of the circuit fed by
the inverter. The inverter supplies a current source IPV_inv to the utility and injects
excessive current that acts as disturbance signals at specific times [13]. The fre-
quency of this excessive current is different from the one of the utility grids under
normal circumstances. When the grid is connected normally, it would have no effect
on the measured voltage at the PCC because, as an effective infinite current source,
the utility grid will absorb the excess current and tolerate the small frequency
difference [37], as shown in Fig. 11a. However, in an islanding event, where the
grid is disconnected, excessive current flows through the RLC load, as shown in
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Fig. 11b. This will induce a voltage change in the PCC. Once a disturbance
(voltage change) occurs, the detection of an islanding becomes permissible since
even small disturbances are relatively significant once the grid is disconnected [34].

When the PV inverter behaves as a current source, it supplies the current (10) to
the utility.

iPV inv ¼ IPV inv sin xPVtþ/PVð Þ ð10Þ

where IPV_inv is the inverter’s current amplitude (iPV_inv = IPV_inv + Idisturbance), xPV

is the frequency, and /PV is phase angle. These three parameters can vary and
modify or be set as a disturbance signal. A disturbance is normally added to the
inverter output current (IPV_inv). This will induce the output voltage at the PCC to
suffer from the changes when the grid is disconnected. This variation is observed by
the inverter when measuring the dVPCC/diPV_inv, hence this method is called
Impedance Measurement method. In addition, this method is also called Output
Variation method, Current Notching method, or Power Shift method [15].
Figure 11 shows the power flow of the Impedance Measurement method. This
power flow can actually represent the power flow of most active islanding detection
methods.
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Fig. 10 The flowchart of the
active islanding detection
method
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Frequency Bias

Frequency Bias is a method that injects a minimal frequency bias signal into the
grid via the PCC but recovers it at the end of every half cycle by jumping back into
phase when the voltage passes the zero crossing. This method is also known as
Active Frequency Drift (AFD) where the method uses a positive feedback by
creating a slightly misaligned phase angle of the inverter output current. However,
the power factor remains closer to the utility grid and resets itself every half cycle as
shown in Fig. 12. The inverter phase angle is given by (11) [39, 52].

/PV ¼ pftZ ¼ pdf
fn þ df

ð11Þ

where tZ is a dead time or zero time, df is forcing current frequency, and fn is
nominal Frequency.
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Fig. 11 The path of the disturbance signals during an islanding condition, a before the circuit
breaker is opened and b after the circuit breaker is opened
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As refer to Fig. 12, TIPV is the period of one cycle of the sinusoidal inverter
current output waveform (IPV_inv) and TVutility is the period of one cycle of the
sinusoidal utility voltage waveform. The Chopping Fraction (cf) is defined as (12)
[30].

cf ¼ 2tZ
TVutility

ð12Þ

During the first half cycle, the IPV_inv is a sinusoid with a frequency slightly
higher than the utility voltage. When the IPV_inv reaches the zero crossing, it
remains at zero for the time tZ, before beginning the second half cycle. At the first
part of the second half cycle, the PV inverter output current (IPV_inv) is in the
negative half of the sine wave from the first half cycle. When the IPV_inv again
reaches zero, it remains at this level until the rising zero crossing the utility voltage.
It is important to note that the zero time in the second half cycle is not fixed and
needs not to equals tZ [30].

When the utility grid is connected, cf is low because the utility grid will stabilize
the VPCC by providing a solid phase and a frequency reference. Once the utility grid
is disconnected, there is a phase error between Vpcc and iPV_inv waveforms [37].
The PV inverter will increase the frequency of iPV_inv in order to eliminate the phase
error. The zero crossing of the voltage response of the load again advances in time
with respect to where it was expected to be, and the PV inverter will still detect a
phase error and will increase its frequency accordingly [13]. This repetitive cycle
result in a constant increase in the value of cf, until the frequency has drifted far
enough from x0 to be detected by the over/under frequency protection (OFP/UFP).
This will finally trigger a stop in the inverter operation. For more details about
AFD, please refer to [52].
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Sandia Voltage Shift

Sandia Voltage Shift (SVS) uses the Positive Feedback, based on the amplitude of
the voltage at the PCC, to prevent an islanding. When the utility grid is connected,
the effect on the power of the system will be very small or none at all. But once the
utility is disconnected, there is a reduction in the Vpcc. According to the load
impedance’s relationship, this reduction will continue and, as a result, the current
and the power output will deteriorate. This reduction in the amplitude of the VPCC

will be significant enough to be detected by the UVP. At this point, it is possible
either to increase or decrease the power output of the inverter, leading the
OVP/UVP to trip and stop the inverter operations [13, 30, 37].

Sandia Frequency Shift

Sandia Frequency Shift (SFS) method, commonly known as Active Frequency Drift
with Positive Feedback (AFDPF), is an improvement of the AFD method [39, 52].
The SFS creates a slightly misaligned phase angle at inverter output current while
adding truncations—or “dead times”—to the current’s waveform as shown in
Fig. 13. Hence, the inverter’s output current frequency will be forced to a different
value than the grid’s frequency [53–56]. The chopping frequency expressed in (13)
is considered as being a function of error in the grid’s frequency.

Cf ¼ Cfo þK fa � flineð Þ ð13Þ

where Cfo is the chopping, K is an accelerating gain, fa is the measured frequency of
the Vpcc, and fline is the line frequency.
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When the utility grid is connected, the Cf is low because the utility grid stabilizes
the Vpcc by providing a solid phase and a frequency reference. Once the utility grid
is disconnected, a phase error arises between the VPCC and the iPV_inv waveforms
[37]. This causes the PV inverter to increase the frequency of the iPV_inv in order to
eliminate the phase error. The voltage response of the load, again, has its zero
crossing advanced in time with respect to where it was expected to be. At this time,
the PV inverter continues to detect a phase error and continues to increase its
frequency [13]. This result an increase in the value of the Cf until the frequency has
drifted far enough from x0 to be detected by the OFP/UFP. Once this is detected it
will stop the inverter operation.

Other Active Islanding Detection Methods

Numerous others active islanding methods have been reported in the literature. For
instance, the Detection of Impedance at Special Frequency method is done by
injecting a current harmonic of a specific frequency intentionally into the PCC via
the PV inverter [30, 36]. Slip Mode Frequency Shift (SMS) is a method that forces
the phase of the inverter’s output to be slightly misaligned with the grid in order to
cause a variation in the inverter current [22, 30, 34, 37]. Frequency Jump (FJ) is a
modification of the Frequency Bias method. The FJ method relies on the insertion
of a dead zone into the output current waveform on a specific number of cycles [13,
36]. Main Monitoring Units with Allocated All-pole Switching Devices Connected
in Series (MSD) is a multiple detection method. It relies on the detection of the grid
impedance by using two monitoring devices simultaneously [13, 49]. Variation of
Active Power and Reactive Power method involves the injection of an active and
reactive power from the inverter into the utility system [13, 49]. Active
Current-disturbing Method by adding a periodical current without generating har-
monic current to the system [57]. An Intelligent Islanding Technique Considering
Load Balance with DGs for Distribution System is a method based on wide area
measure and control aided by the pre-fault real time sampling [58].

3.1.3 Hybrid Anti-islanding Method

Hybrid anti-islanding methods have evolved from the need of overcoming a
combination of both active and passive detection methods [34, 37, 59]. The hybrid
methods involve two stages of detection procedures to overcome the problems of
passive methods and active methods in order to achieve higher effectiveness [59].
During the detection procedure, passive detection method is used as a primary
protection, then the active detection method is activated when an islanding situation
is suspected by the passive method [34]. Figure 14 shows the basic operation flow
for the hybrid islanding detection procedures.
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Based on current researches on hybrid anti-islanding detection methods, it can be
seen that most of those proposed in the literatures are applied in synchronous
machines and three-phase systems, e.g.: the hybrid methods proposed in [21, 56,
59, 60, 61, 62]. Some other hybrid methods employ multiple system parameters to
identify any possibility of an islanding operation based on data mining and artificial
intelligence such as the methods proposed in [59, 62]. The islanding detection
system proposed in [63] consists of a combination of UFP/OFP, UVP/OVP, SFS,
and SVS methods. Another hybrid control algorithm proposed in [64] combines the
advantage of SFS anti-islanding detection method with a Rate of Change of
Frequency (RoCoF) detector relay. Although hybrid methods provide better
effectiveness by detecting an islanding, at the present, only Japan requires renew-
able energy source DG systems to have at least one passive and one active islanding
detection method implemented in a DG system [15]. This is because most of the
proposed methods are still in the research and development stage and are yet to
reach practical implementation in real systems.

3.2 Remote Anti-islanding Detection Method

Remote islanding detection methods are based on the communication between the
utilities and the DGs, but the detection algorithm is typically situated at the utility
side [30, 37, 49]. In most cases, communication between devices installed at both
the utility side and the DG side must be maintained; a stoppage would alert the
utility side of a possible islanding occurrence. The NDZ of remote methods is
negligible. However, the higher reliability of these techniques relative to the local
techniques comes at a cost; they are expensive to implement due to the need of

Start

Measure parameters at PCC
(Voltage, Current, phase angle, Harmonic or etc)

Islanding detected

End 

NO

Alert and disconnect DG to local loads

Inject disturbance
 signal to PCC

Parameter in the range of 
threshold setting?

YES

Fig. 14 The flowchart of the
hybrid islanding detection
method

190 W.Y. Teoh et al.



communication equipment. Hence, this method is only implemented in large-scale
systems and/or in the presence of sensitive equipment. As shown in Fig. 15, two
types of remote techniques are identified and classified, namely utility methods and
communication-based method.

3.2.1 Utility Method

Utility methods require the installation of specific equipment at the utility side.
Commonly, these are devices that modify the impedance that can be observed at the
PCC during an islanding occurrence. Impedance insertion is an example of a utility
method [30, 37, 49].

Impedance Insertion

Impedance insertion method involves the insertion of a low value impedance load at
the head-end on the utility side, which remains disconnected from the PCC unless
an islanding occurs, i.e., load is disconnected from the utility [65]. As a conse-
quence to the insertion of the low impedance load, the power balance between
generation and local load is modified [13, 14, 49]. However, there must be a
sufficient delay between the instance and the utility is disconnected from the PCC
and the instance, the impedance load, and the PCC is connected. This creates a
significant interference in phase and the resonance frequency can be detected by the
UFP limits. The topology of this method is presented in Fig. 16. A capacitor bank,
the typically used impedance load, is added to point a, and the connectivity is
controlled by a switch (Switch a). When an islanding happens, Switch a will close
and the capacitor bank will be connected to the PCC after a delay.

It is necessary to have a short delay between the circuit interruption and the
switching of the capacitor bank, because it is theoretically possible for a large
capacitor to compensate an inductive load. As a result, the loads will be balanced and

Remotes Detection Techniques 

A. Utility Method

1. Impedance Insertion 1. Transfer trip scheme 

2. Power Line Carrier Communication (PLCC)

3. Power Line Signaling Scheme

B. Communications Based Method

1. Reactance Insertion

2. Resistance Insertion

1. Supervisory Control and Data Acquisition (SCADA) 

Fig. 15 Classification of remote islanding detection method
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will cause islanding detection failure. By delaying the switching of the capacitor
bank, the load would be highly inductive before connected to the capacitor bank and
create a large frequency deviation upon disconnection. Hence, the short delay allows
sufficient time for this frequency deviation to be detected [13].

Moreover, it is possible to use other similar methods in terms of operation
principle called Reactance, Insertion, and Resistance Insertion. Instead of using a
capacitive load, a resistive load and inductive load could also be used to cause
significant change in voltage at a. Nevertheless, a capacitor bank is preferred
because it is readily available and can be used simultaneously for reactive power
support [13].

3.2.2 Communication Anti-islanding Method

As this method depends on the communication means, any issue occurring in the
communication equipment will jeopardize the islanding detection. Communication
base methods require additional devices to be installed at the utility end and at the
DG end. Islanding detection is reliant on the constant communication between the
paired devices at utilities side and at every inverter at the DG side [34]. When an
islanding is detected, the device at the DG side would be triggered by default or by
activation to cut off power to the local load. Implemented properly, NDZ in com-
munication anti-islanding detection techniques can be eliminated completely. These
techniques are more robust, accurate, and have a better reliability compared to any
other local islanding detection technique. However, the communication equipments
required for this method are uncommon and are extremely expensive. This makes
these methods uneconomical to be implemented on small-scale DG systems [63]. As
this method depends on the communication medium, any issue occurring in the
communication equipment will jeopardize the islanding detection performance.
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Transfer Trip Scheme

The Transfer Trip Scheme works in conjunction with the Supervisory Control and
Data Acquisition (SCADA) system to report the status of the circuit breakers and
reclosers at the utility grid to the DG control system [66]. Hence, this method is also
known as SCADA Islanding Detection method [13]. This method requires a reliable
communication channel (radio communication, telephone line, internet broadband,
wireless communication, fiber optic Ethernet, satellite communication and etc.)
between the utility and the DG so that necessary actions can be taken within a
stipulated time frame in the event of any abnormality in the system [37]. When a
PV inverter is installed, the mechanism utilized by SCADA for an islanding pre-
vention is straightforward. As shown in Fig. 17 it is implemented by connecting all
the voltage-sensing devices installed at all local parts in the grid-connected PV
system to a central algorithm [65]. When the DG is disconnected from the grid, the
sensor at the particular islanded area will send a status signal to the central algo-
rithm. Next, central algorithm will trigger alarms to alert the DG, and the power
from the PV to the local load will be cut off. In addition, the same system can be
used to synchronize the power at both ends of the system for reconnection once the
fault clearance is confirmed [67].

Power Line Carrier Communication (PLCC)

Similar to Transfer Trip Scheme, PLCC system relies on the constant communi-
cation between devices installed at the utility side and at the costumer side (DG).
However, the communication channel in PLCC is the utility power line, i.e., using
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Fig. 17 The illustration of Transfer Trip Scheme in a distribution system [23]
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the power line as a signal carrier, hence the name PLCC is given or called
Distribution Line Carrier (DLC) [65]. As an additional bonus, it is possible to use
the PLCC signal to perform a continuity test of the utility side and the DG side.

The basic operation of the PLCC is to send a low-energy signal between the
transmitters (T) installed on the utility side and receiver (R) installed on the DG side
[67]. When islanding occurs, the power and signal are simultaneously cut off from
the DG. Hence the receiver (R) will fail to receive any communication signal from
the utility. This will trigger a stopping signal from the receiver (R) to the PCU or to
a switch to isolate the load from the DG [68, 69].

Figure 18 shows the typical system configuration for a PLCC islanding detection
method. A device acting as a transmitter is installed between the utility circuit
breaker or recloser and the utility grid. Another device acting as a receiver is
installed between the PCC and the utility grid. A signal is sent from the transmitter
(T) along the power line to the load and detected by the receiver. When a PLCC
signal is lost, i.e., not detected by the receiver when it is supposed to, a break in the
continuity of the line is suspected and the PCU will be instructed to cease operation
or opens its own switch to isolate the load from DG [17, 67, 70].

One of the advantages for using this method is that it allows the use of an
existing utility PLCC signal for the islanding prevention. It can be implemented
without interfering with the normal utility use and without degradation to the
information in the signal. The use of the PLCC method has been proposed as a way
to solve many of the problems associated with inverter based islanding prevention
methods [68, 69].

One of the similar methods to the PLCC that were developed is the Signal
Produced by Disconnect (SPD). SPD differs from the PLCC method as it does not
rely on the power line as it acts as the communication channel. Instead, the
transmission of the signal from utility to DG is done via microwave link, telephone
link, or other communication channels [30].

Local Load

TransmitterReceiver

Utility
Circuit Breaker

(Recloser)

Transformer

Power 
Conditioning 

Unit
(PCU)

Utility Grid
DC 
= AC

PV Array
R L C

PCC

Fig. 18 Topology of power line carrier communication control with transmitter (T) and receiver
(R) added to the system
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Other Communication Islanding Detection Methods

There are also several new communication-based islanding detection methods
proposed in [35, 71, 72, 73]. The focus in researches nowadays is the communi-
cations between intelligent electronics devices (IEDs), in which IEDs are the
microprocessor-based controllers of the power grid equipment [9]. Methods using
synchro-phasors for islanding detection proposed in [5, 72, 73]. Distributed con-
trolled islanding detection proposed in [71] is a combination of a vertical
inter-substation BST (Binary Signal Transfer) signaling with a horizontal IEC
61850 GOOSE and messaging at the substation level [71].

4 Comparisons and Discussions

The available anti-islanding detection methods for islanding have been analyzed
based on the characteristics such as local/remote, passive/active/hybrid,
utility-based/communication-based, as presented in Table 1. In selecting a suitable
islanding detection method, consideration should be focused on the different char-
acteristics among the available detection methods. As can be seen from Table 1,
each islanding detection method has its own advantages and disadvantages under
different factor of considerations. A combination of two or more anti-islanding
methods would give better solution for islanding detection in grid-connected PV
systems. Nevertheless, detection times of all the discussed methods are within the
standard, established in IEEE 929 and IEEE 1547. Other requirements of the stan-
dards are discussed in detail in [13, 16, 17, 18, 23, 74, 75].

A passive islanding detection method is a local detection method that does not
affect the power quality, is relatively easy to install and does not require expensive
equipment. Only a monitoring device is required at the PCC and a mechanism to
cut off power from the DG when any irregularity power flow is detected. However,
the NDZ using a passive islanding detection method is relatively large resulting in
less effective detection. The threshold for cutting power supply from DG is also not
easy to set as a high threshold might fail to detect an occurrence of islanding, while
a low threshold could lead to false positives. Moreover, the reliability of passive
islanding detection method is reduced in certain loads condition, most notably in a
load-source balance condition. The passive islanding detection methods are pre-
ferred in larger PV grid-connected systems due to its ‘silent’ operation, i.e., does
not affect the system stability and power quality. However, solely using passive
islanding detection method is rarely adequate as the NDZ is large.

An active islanding detection method is a detection method that has a much
smaller NDZ, especially when the Q factor load is low. In fact, some active
islanding detection method can eliminate NDZ completely under favorable con-
ditions. However, active islanding detection method means that one or more forms
of disturbances must be introduced into the system before any islanding can be
observed. Thus, this method causes degradation in power quality and system
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stability to a varying degree. The issue becomes more significant as more inverters
are connected to the DG. Most of the active islanding detection methods are only
applicable to small-scale PV grid-connected systems. At present, many researchers
focus heavily on improving active islanding detection methods as shown in Fig. 9.
Among the active islanding detection methods, the SVS and SFS methods are
highlighted for their ability to effectively detect islanding with the least power
degradation and are relatively easy to implement [26].

A communication-based islanding detection method provides the best perfor-
mance in terms of effectiveness and efficiency among the discussed detection
methods. The monitoring and control devices are installed and maintained by the
utility side rather than at the PV owner. In general, communication-based islanding
detection method has no NDZ and has been satisfying response time, but is
extremely dependent on the seamless communication between each paired devices
at the utility side and the DG side. Thus, the cost of implementation is substantially
higher than multiple expensive telecommunications devices and sensors are
required for this method. Because of this, communication-based method is only
used when the utility prioritizes system stability and power quality over the
islanding detection system cost, i.e., large-scale systems with sensitive loads.

In each method discussed above there are limitations such as the reliability of
detection, perseverance of power quality, and cost of implementation. In order to
overcome these weaknesses, hybrid systems consisting of two or more of the
aforementioned methods have been proposed. Even so, hybrid islanding detection
systems are still at its infancy. Such systems put in the real world grid-connected
PV system is only found in Japan [76]. As such, more research and development
efforts on islanding detection systems have to be done in order to provide an
affordable, safe, and reliable way to prevent and resolve islanding in a
grid-connected PV system.

5 Simulation of Islanding Mode Control

5.1 Simulation of the Voltage and Frequency Protection

The simulation was conditioned by referring to the Malaysian Standard, namely
MS IEC 61727 and MS IEC 62116 [77, 78], where the normal operating voltage at
the PCC is between 85 and 110 % of the grid voltage; the frequency at the PCC is
in the range of 98–102 % of grid frequency. As shown in Table 2, the operation
window is in a grid with based voltage of 230 V is 196–253 V, so voltage pro-
tection is minimum and maximum tripping point will be set at 195 and 254 V,
respectively. The minimum and maximum frequency test points for determining
proper operation of the frequency trip function should be 48 and 52 Hz, respec-
tively. The simulation model has been developed to test the frequency (FPCC) and
the root mean square voltage (VRMS) at the PCC, where the grid disconnection
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was set at t = 0.2 s. Therefore, the clearing time for UFP/OFP detection must be
less than t = 0.4 s, and the UVP/OVP detection time must be less than t = 2.2 s.

Figure 19 shows the complete simulation model of the VFP method. The control
system is designed to monitor the RMS voltage and frequency at the PCC. In the
case when either or both the RMS voltage or frequency exceeded the limits as
indicated in Table 3, it will stop supplying power to the local load by triggering the
PV breaker.

The simulation is involved by gradually changing the frequency. This caused the
appearance of ripples in the output of the RMS due to the fundamental frequency
which is identified to be 50 Hz. The occurrence of Hysteresis error due to this ripple
will result in error detections of OVP/UVP.

Frequency Protection

Voltage Protection

Local Load

System Parameters Measurement

System Parameters Monitoring

Fig. 19 The VFP simulation model in MATLAB/Simulink

Table 3 VFP method
simulation parameters

Vref Vmin Vmax fref fmin fmax Qf Power

Vrms (V) Hz

230 196 253 50 49 51 1.0 P = 1000 W

QL = 1000 VAR

QC = 1000 VAR

2.5 P = 1000 W

QL = 2500 VAR

QC = 2500 VAR
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Figure 20a shows the RMS voltage when the frequency of the instantaneous
voltage input was increased from 50 to 52 Hz at t = 0.2 s. The ripple voltage is
3.78 % after the frequency changes. The output voltage after adding the average
blocks is shown in Fig. 20b. The ripple is significantly reduced compared to the
previous conditions, where the ripple voltage is 0.17 %. Finally, a Discrete
second-order filter blocks, which is defined as a low pass filter used to enhance the
output of the RMS value. Figure 20c shows the RMS voltage after the block
Average and low pass filter; thus the ripple voltage is almost eliminated. Figure 20d
shows an enlarged portion of the ripple voltage under the three different conditions.

For Qf = 1.0, the simulated output waveforms for normal operation are shown in
Fig. 21. The output waveforms for the cases of under frequency are shown in
Fig. 22, while the results for the cases of over frequency are presented in Fig. 23.
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Fig. 20 The RMS voltage when the frequency of the instantaneous voltage input is increasing
from 50 to 52 Hz at t = 0.2 s: a before filter or before the Average and low pass filter block; b after
the Average blocks; c after filter or the Average and low pass filter block; d comparisons of (a–c)
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The waveform pattern for different groups and cases are similar, while the value
differs according to parameters in each case.

5.2 Simulation of the Active Frequency Drift

Figure 24 shows the entire simulation model for the AFD anti-islanding control.
This control is designed to monitor the Vpcc and Fpcc.
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Fig. 21 The detection signals for VFP under the normal operation, Vpcc = 196 V and
Fpcc = 49 Hz: a OFP/UFP checker, V = 0; b OVP/UVP checker, V = 0; c VFP controller,
V = 1; d circuit breaker maintains at closed status

202 W.Y. Teoh et al.



The simulation module included an inverter circuit connected to a utility grid
control and AFD islanding detection section at the PCC. The VPCC and Ipv_inv are in
phase in the initial setting. The grid supply is set to 110 Vrms/50 Hz. By using the
Step block, the circuit breaker is set to disconnect the grid from the local load at
t = 0.1 s. The RL filter is set to L = 6 mH and R = 0.01 X, respectively.

The AFD anti-islanding method determines the occurrence of islanding based on
the logical path in the figure. First, the frequency data is taken and tested against the
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Fig. 22 The detection signals for VFP under the UFP operation, Vpcc = 196 V and Fpcc = 48 Hz:
a OFP/UFP checker trigger UFP at t = 0.3504 s, V = 1; b OVP/UVP checker, V = 0; c VFP
Controller detects islanding at t = 0.3506 s, V = 0; d circuit breaker opens at t = 0.3506 s
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UFP/OFP threshold. If it is out of the threshold, then islanding definitely occurred.
Otherwise, further testing using AFD is required because islanding within NDZ
may have occurred but not detected. In order to proceed, a source with frequency
modified by the cf is then injected into the inverter output current every half cycle
and every full cycle to produce a tZ on the output current waveform. In case of
islanding, the value of the cf will slightly increase every half cycle to drift the
current frequency from voltage frequency until islanding is detected. Then, a signal
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Fig. 23 The detection signals for VFP under the OFP operation, Vpcc = 196 V and Fpcc = 52 Hz:
a OFP/UFP checker trigger OFP at t = 0.3602 s, V = 1; b OVP/UVP checker, V = 0; c VFP
Controller detects islanding at t = 0.3602 s, V = 0; d circuit breaker opens at t = 0.3602 s
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will be sent to stop the inverter from operating. If there is no islanding occurred, the
cf is small enough to be simply absorbed by the grid. Figure 25 shows the AFD
signal.

AFD Anti-islanding

PWM Signal generator for Inverter Switching Device

PVSupply

LocalLoad
Utility Grid

Fig. 24 The AFD simulation model in Simulink
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Fig. 25 The AFD signal generated from the AFD Controller
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A few simulation cases have been conducted using the simulation model as
shown in Fig. 24. All the cases are tested in both Qf = 1.0 and Qf = 2.5.

Figures 26, 27, and 28 show the simulation output of AFD, where (a) is the
islanding detection time detect by AFD, (b) is the load voltage stop time, and (c) is
the inverter output current injected by a disturbance signal delaying the phase angle
compared to the voltage output. This disturbance signal became significant once the
grid was disconnected, then the AFD detected the occurrence of islanding and
signaled the PV to disconnect from the local load.
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Fig. 26 The simulation output of AFD for Fpcc = 49.4 Hz, cf = 0.049: a islanding detection time,
t = 0.1006 s; b the load Vpcc stop at t = 0.1475 s; c islanding detected
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Figure 26 shows the results for, when Fpcc = 49.4 Hz, cf = 0.0494, andQf = 1.0,
islanding detection time, t = 0.1006 s and Vpcc fully stopped at t = 0.1475 s with
THDi = 8.95 % and THDv = 0.02 %. Figure 28 shows the results for, when
Fpcc = 50.0 Hz, cf = 0.05 and Qf = 1.0, the islanding detection time, t = 0.1992 s
and load Vpcc fully stopped at t = 0.2253 s with THDi = 6.98 % and
THDv = 0.01 %. Figure 29 shows the results for, when Fpcc = 50.4, cf = 0.0504
andQf = 1.0, the detection time t = 0.1008 s and Vpcc fully stop at t = 0.1455 s with
the THDi = 6.14 % and THDv = 0.01 %.
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Fig. 27 The simulation output of AFD for Fpcc = 50.0 Hz, cf = 0.05: a islanding detection time,
t = 0.1992 s; b the load Vpcc stop at t = 0.2253 s; c islanding detected
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Besides, the simulation results also show that longer time are required to trigger
an islanding detection for frequencies with values close to the reference value. As
shown in Fig. 29, the detection time took about 0.01 s longer when Fpcc = 50 Hz
(t = 0.1992 s) is compared with Fpcc = 49.4 Hz (t = 0.1006 s) and Fpcc = 50.4 Hz
(t = 0.1008 s).

In addition, Fig. 30 shows that the run on time is proportional to the Qf. Take
case 5 (Fpcc = 50.4 Hz, and cf = 0.0504) as an example, the voltage transient stop
at t = 0.1455 s for Qf = 1.0, however, the voltage transient stop at t = 0.1902 s for
Qf = 2.5. Vpcc took a longer time to completely stop in the case Qf = 2.5 as
compared with the case of Qf = 1.0.
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Fig. 28 The simulation output of AFD for Fpcc = 50.4 Hz, cf = 0.0504: a islanding detection
time, t = 0.1008 s; b the load Vpcc stop at t = 0.1455 s; c islanding detected
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6 Conclusion

This paper summarized the fundamental principle and operation of available
anti-islanding methods that are suitable for PV grid-connected systems. It also
outlines the advantages and disadvantages of each reviewed methods. In general,
anti-islanding methods can be classified into four major groups, which include
passive, active, communication-based methods, and hybrid methods. Active
anti-islanding methods have been preferred over the years due to its small NDZ
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when implemented for a small-scale distribution generation. The passive methods
are typically affordable to implement and simple to install compared to active
methods. However, DG systems using passive islanding detection methods suffer
from large NDZ that severely affects the system performance. In contrast, the
communication-based methods inherit the advantages between active and passive
methods. Communication methods are less destabilizing to the power system and
more significantly, these methods have negligible NDZ. The only drawback of
communication methods is the high implementation cost. The hybrid method is
another detection method that is evolved from the combination of both active and
passive methods. This method has been proven to achieve more effective and
efficient anti-islanding detection by many researchers, as compared to active or
passive method that act alone. In short, it is not wise to define a generic method for
a specific application (islanding detection in grid-connected PV systems) because
each detection method is governed by its nature of application and associated
system elements. Besides that, the setup and operation cost is also a vital factor
when selecting a suitable method to implement practically in a real system.
Therefore, the selection of islanding detection method has to be made based on the
understanding of the actual probability of islanding occurrence in a particular
system, and also the risks and costs associated with the deployment of each method.
This is to ensure that the detection and control system is reliable, as well as to
minimize system cost and to maintain the system quality and safety. Most impor-
tantly, the selection of suitable anti-islanding methods must comply with the
islanding detection and control requirements established by each country’s national
electrical rules and regulations. Due to the stringent conditions set by the author-
ities, most researches are essential to develop better islanding detection methods to
meet the requirements. The chapter ends with the simulation results of both passive
and active methods as well as the results discussion and analysis. From analysis of
the simulation results, we can conclude that the VFP method is heavily dependent
on the monitoring of frequency and RMS voltage at the PCC, and the accuracy of
both these parameters are key factors to determine the reliability of the VFP
method.
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Stability Assessment of Power Systems
Integrated with Large-Scale Solar PV
Units

Naruttam Kumar Roy

Abstract Renewable energy sources are proficient in reducing greenhouse gas
emission in the world. Among various renewable energy sources, solar photovoltaic
(PV) generation is gaining its popularity day by day. Unlike conventional gener-
ating units, PV plants do not have inertias. Therefore, the increasing penetration of
PV may impact a system’s oscillations negatively as PV units add additional
dynamics to power systems. Therefore, it is essential to analyze a system’s behavior
before replacing conventional generators by large-scale solar PV units. This chapter
analyzes the impacts of increasing penetration of PV units on power systems. The
effect of control mode of PV generator on the system’s stability is investigated.
Both static and dynamic stability analysis methods are conducted to find out the
critical issues. The simulation results effectively identify the impact of high PV
penetration on the stability of the studied system which show that voltage control
mode of PV generator can improve the performance of a system. However, high
penetration of PV can interact negatively with the system in certain cases.

Keywords Renewable energy � Dynamic stability � Static voltage stability �
Power–voltage curve � System inertia

1 Introduction

Most of the developed countries around the world have set their mandatory targets
to produce electricity from renewable energy sources in the coming years [1, 2].
Among various renewable energy sources, the grid integration of solar photovoltaic
(PV) systems is gaining more interest than traditional stand-alone systems because
of the following benefits [3]:
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• a grid-connected PV system can supply the excess power to the utility grid;
• it is comparatively easy to install as the grid is used as a backup; and
• storage costs and losses are not incurred.

The fundamental operation of solar PV units differs from conventional syn-
chronous generators. Solar cells convert sunlight into DC power and DC power is
then converted into AC power through a power electronic-based converter. Thus,
they do not have inertia and their dynamic behavior depends on the characteristics
and controls of inverters.

Due to the economic factors modern power systems operate close to their
voltage stability limits. Replacing conventional synchronous generators by inverter
connected solar PV units will change the dynamics of power systems. The impact
of high PV penetration on small signal stability of power system is studied in [4],
which shows that high PV penetration affects the critical mode of the system. The
simulation results in [5] demonstrate that solar PV generation can either have
beneficial or detrimental effect on small signal stability depending on its location
and penetration level.

A pseudo power point tracking system is introduced in [6], which provides
frequency regulation functionality to PV systems. It can control the amount of
active power injected into the grid for frequency regulation. In a large system, high
penetration of PV can reduce system inertia and alter power flow patterns when that
replaces a portion of conventional generation sources. At some penetration levels,
overvoltages are observed at transmission level buses which can cause discon-
nection of PV units according to grid regulation of utilities [7]. It is observed that
systems with high PV penetration levels cause larger voltage dips following most of
the disturbances [7].

It is expected that within a few years, inverter‐based PV generation will displace
a significant amount of conventional generation. With the increasing penetration of
PV units, the effectiveness of PV units will heavily rely on their control structure
[8]. High penetration levels of PV generation may strongly affect power system
stability. The impact of centralized and distributed solar PV units in a real system is
studied in [9], which concludes that distributed solar PV generators are significantly
more advantageous, from the stability point of view, than large centralized solar PV
units. Distributed PV units are modeled as constant PQ negative loads as they are
operated at unity power factor due to regulatory issue. On the other hand, cen-
tralized PV units can be modeled as constant PV or PQ generators depending on the
chosen control mode of the inverters [9].

Although there are rich literature available on the modeling of PV units [10–12],
literature on the impact of control modes of solar PV generation on power system
stability is not readily available. Therefore, the analysis of impact of the high
penetration of PV on the stability has become a very important issue to ensure
reliable operation of power systems.

The main contributions of this chapter are: (a) investigating the operating mode
of solar PV generator on the voltage profile and power loss of a system; (b) in-
vestigating the static voltage stability of distribution networks through PV analysis
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for different modes of operation; and (c) examining the dynamic performance of the
system with various PV penetrations.

The chapter is organized as follows. The system models for impact studies are
presented in Sect. 2. Section 3 provides static analysis of the system. Dynamic
simulation results are discussed in Sect. 4. Summary is provided in Sect. 5.

2 System Description

In this chapter, the Western System Coordinating Council (WSCC) 9-bus test
system shown in Fig. 1 is used. The test system data is given in Table 1. Bus 1 is
considered as slack bus. Two synchronous generators which supply a real power
output of 1.63 and 0.85 pu are connected at bus 2 and bus 3, respectively. The
system has 3-loads connected at bus 5, bus 6, and bus 8 which are modeled as
constant impedance load for simplicity.

2.1 Synchronous Generator

Synchronous generators are modeled as PV bus for load flow study and a fourth
order model of synchronous generator with automatic voltage regulator is used for
dynamic simulation. The dynamics of synchronous generator is governed by the
following equations [13]:

Fig. 1 WSCC 9-bus test
system

Stability Assessment of Power Systems Integrated … 217



_d ¼ Xbðx� 1Þ ð1Þ

_x ¼ ðPm � PeÞ � Dðx� 1Þ=M ð2Þ

_e0q ¼ ð�fsðe0qÞ � ðXd � X 0
dÞidÞþEf Þ=T 0

d0 ð3Þ

_e0d ¼ �e0d þðXq � X 0
qÞiq

� �
=T 0

q0 ð4Þ

Algebraic equations are

0 ¼ vq þ raiq � e0q þX 0
did ð5Þ

0 ¼ vd þ raid � e0d þX 0
qiq ð6Þ

where, Xb is the base frequency in rad/s, x is the rotor speed, Pm is the input
mechanical power, Pe is the output electrical power, M is the machine inertia, fs is
the system frequency, X 0

d and X 0
q are the d- and q-axis transient reactances,

respectively, Xd and Xq are the d- and q-axis synchronous reactances, respectively,
e0d and e0q are the d- and q-axis transient voltages, respectively, Ef is the field
voltage, ra is the stator resistance and id and iq are the d- and q-axis stator currents,
respectively.

2.2 Solar PV Generator

A solar PV generator can be run in the following two ways [13, 14].

a. Constant P and constant Q mode (PQ mode)
b. Constant P and constant V mode (PV mode)

Table 1 Data of WSCC 9-bus system

Line no. From bus–To bus Resistance, R (pu) Reactance, X (pu) Susceptance, B (pu)

1 7–8 0.0085 0.072 0.149

2 6–9 0.039 0.170 0.358

3 5–7 0.032 0.161 0.306

4 4–5 0.01 0.085 0.176

5 4–6 0.017 0.092 0.158

6 8–9 0.0119 0.1008 0.209
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In PQ mode, a constant power factor is maintained and in PV mode, reactive
power is generated to keep the bus voltage constant. The block diagram of PQ and
PV mode is shown in Figs. 2 and 3, respectively.

The dynamics of the solar PV generator depends on the dc to ac power con-
verter. Figures 4 and 5 show the block diagram of the PQ and PV model with
converter [9]. In PQ mode, d- and q-axis reference currents are obtained based on
the desired active and reactive powers and measurements of terminal voltage in the
dq reference frame. In PV mode, the reference value for reactive power is obtained
based on the reference and actual voltage values using a PI controller.

Using the above models, the power injections into the ac bus system are [13]:

P ¼ vdid þ vqiq ð7Þ

Q ¼ vqid � vdiq ð8Þ

Reference currents are generated based on the active and reactive power refer-
ences as follows [13, 14]:

idref
iqref

" #
¼ vd vq

vq �vd

� ��1 Pref

Qref

" #
ð9Þ

Solar PV 
generator

id, iq
Vpcc
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Fig. 2 Constant P, constant
Q model
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V model
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The PV penetration level is defined as the ratio of total PV generation to total
system load, as expressed in the following equation:

PV penetration ð%Þ ¼ Total PV generation (MW)
Total load ðMW)

� 100 ð10Þ

3 Static Analysis

To study the steady-state behavior of the power systems under different control
modes of PV generator, it is essential to conduct the load flow. A load flow study
for the considered test system is conducted using Newton–Raphson method [15].
For this analysis, the synchronous generator at bus 3 is replaced by a same size solar
PV generator. The solar PV generator is run in its both operating modes to
investigate the impacts of control modes on voltage profile, power loss, and static
voltage stability of the system.

3.1 Voltage Profile of the System

To ensure the reliable operation of power system, it is essential to keep the nodal
voltages within a range which is ±10 % for most of the utilities around the world.
The bus voltages of the test system are shown in Fig. 6, where it can be observed
that the PV mode of solar PV unit keeps the system voltages within the permissible
limit. In this mode, reactive power is generated based on the difference between
reference and actual voltage and thus, regulates the system voltage. However, the
PQ mode of the solar generator violates the voltage limit at bus 3 and bus 9. It is to
be noted that not only the solar connecting bus, but also its nearest buses have
voltage rise from that solar generator. This is because, an excess of reactive power
causes overvoltage in some points of the network.
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iq refPI 
controller
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Fig. 5 Constant P, constant V model with converter
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3.2 Power Loss of the System

Minimizing power loss is an important objective for efficient operation of power
systems. The system loss is calculated for PQ and PV mode of solar PV generator.
It is found that the system loss for PQ mode of operation is 0.05083 pu and PV
mode is 0.04641 pu. The real power drawn by the system from main grid is shown
in Fig. 7. As PQ mode has more loss, in this mode, the system draws more power
from the main grid to support the loss.
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3.3 Static Voltage Stability of the System

Static voltage stability of a system can be determined from the static analysis. To
analyze the static voltage stability generally power–voltage (P–V) curves are used
which determine the maximum loading limit of a system. Here, this curve has been
produced by using a series of power flow solutions for different load levels using
Matlab-based power system analysis toolbox (PSAT) [13]. PSAT provides with a
complete set of user-friendly graphical user interface (GUI) for simulation.
The GUI setting for continuation power flow (CPF) is shown in Fig. 8. The CPF
algorithm determines a normalized tangent vector and a corrector step which can be
obtained using local parameterization or a perpendicular intersection [13, 16]. The
base case (with synchronous generator at bus 3) P–V curve for all the buses is
shown in Fig. 9. The variations in load bus voltages with the loading factor are
obtained for different control modes of solar PV unit and summarized in Table 2
from which it can be seen that a PV system in its PV mode has the same loading
margin like base case. It is to be expected as in the load flow solar PV generator is
modeled like a synchronous generator with voltage regulation capability. On the
other hand, a solar PV unit in its PQ mode reduces the maximum loading point
(MLP) compared to the base case. A PV mode has superior performance in
maintaining MLP of the system due to its voltage control capability.

Fig. 8 GUI for continuation power flow settings in PSAT
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4 Dynamic Analysis

A time domain analysis was performed to examine the detrimental impacts of high
PV penetration during the system transients. The goal of dynamic simulations is to
study the effectiveness of the control methods in mitigating the voltage fluctuation
problems that arise when sudden changes occur in the system. Following cases are
investigated to understand the performance of PV integrated system.

4.1 Case 1: Sudden Disconnection of Line

In order to investigate the dynamic performance of the system, the line connecting
bus 2 and 5 is disconnected at 1 s. The bus voltages of the system under this
condition are shown in Fig. 10 from which it can be visualized that all the bus
voltages in the system have large oscillations.

Under the same condition, the speed deviation of synchronous generator con-
nected at bus 2 and power output of it is shown in Figs. 11 and 12, respectively.
From these figures, it can be observed that the connection of PV impacts the
dynamics of nearby synchronous generator. The frequency of the generator buses of
the considered system is shown in Fig. 13.
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Table 2 MLP of the system Operating mode Maximum loading point (MLP), pu

Base case (PV) 2.6407

PQ mode 2.4957

PV mode 2.6407
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The reason of this instability can be easily understood from linear analysis. Some
of the dominating eigenvalues of the linearized system are shown in Fig. 14 which
signifies that the system is marginally stable in its PQ mode and may become
unstable under disturbance. It can also be observed from Fig. 15 which shows the
MLP of the system during the line between bus 2 and 5 is disconnected. It is seen
that under contingencies the static voltage stability of the system reduces signifi-
cantly compared to the base case (2.6407 pu).

Moreover, unlike conventional synchronous generators, PV units have no
rotating part which means that no inertial response can be provided during major
disturbances in the system. It is well known that the lower the system inertia, the
faster the system oscillations [17]. The average inertia constant for a power system
can be determined by the following equation [18]:
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Hsys ¼
Pn

i¼1 SiHiPn
i¼1 Si

ð11Þ

where Hi and Si are the inertia constant and the nominal power of generator i,
respectively.

Replacing the conventional synchronous generator by solar PV units reduces the
average inertia of the system and thereby, increasing oscillations.

However, in PV mode generator can easily balance the reactive power to restore
the nodal voltage to its prefault value as shown in Fig. 16. This is because PV mode
has higher voltage stability limit under contingency compared to PQ mode. The
frequency response of the system under the same fault is shown in Fig. 17 from
which it can be seen that the system also balances the real power demand quickly in
this mode due to less power loss and keep the system frequency constant.
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4.2 Case 2: Short Circuit Fault

It is important to investigate the ability of PV generation system to maintain sta-
bility of the system when subjected to severe disturbance such as three-phase short
circuit fault on transmission facilities. The effects of the presence of increasing
penetration of PV generator in its PV mode have been simulated here.

A solid three-phase short circuit fault at bus 2 is applied at 1 s and removed at
1.083 s. The voltage profile of the system at bus 2 is shown in Fig. 18 for different
PV penetration levels. It can be observed that increasing the PV penetration reduces
the damping of the dominating mode of the system. The dominant mode of the
system for 10 % PV penetration is found to be −0.2352 ± j7.90. The speed
deviation of the synchronous generator connected at bus 1 for 40 % PV penetration

321
0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

F
re

qu
en

cy
 (

pu
)

Time (s)

 Bus1
 Bus2
 Bus3

Fig. 17 System frequency
measured at bus 1, 2, and 3

0 1 2 3 4 5

0.8

1.0

1.2

V
ol

ta
ge

 (
pu

)

Time (s)

 10% PV penetration
 30% PV penetration
 40% PV penetration

Fig. 18 Voltage at bus 2

Stability Assessment of Power Systems Integrated … 227



is shown in Fig. 19 in which oscillation is observed. Therefore, it can be said that
nonlinear interactions of PV converter to the system with synchronous generator
creates oscillations and as the penetration of solar PV is increased the average
inertia of the system is reduced which impacts the system oscillations negatively by
reducing the damping of the critical mode. Thus, with the increasing of PV capacity
in the power system, the transient stability of the conventional synchronous gen-
erator affected pessimistically due to the lower system inertia.

5 Summary

This chapter investigates the impact of PV generation on power system stability. It
is shown that fault on a power system with high PV penetration can be a risk for the
system stability. From the analysis, following conclusions can be made:

• The control mode of solar PV unit has a large impact on the system’s perfor-
mance. A PQ control mode causes overvoltage at certain buses in the system.
However, PV control mode can keep the bus voltages within permissible limit.
Moreover, less system loss occurs in PV mode compared to the PQ mode of
operation.

• A PV control model provides higher loading margin than a PQ control model.
• A solar PV generator impacts the dynamics of the nearby synchronous gener-

ators connected to the system. Voltage oscillations in the system are prominent
in PQ mode due to the mismatch in reactive power after a disturbance. Transient
stability of the system is also affected due to the lower inertia of the system.

• The integration of PV generators tends to make the system less stable following
a severe disturbance. As the penetration of PV generator increases, it deterio-
rates the damping performance of the system.
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Finally, it can be concluded that if solar PV generation is implemented on a
large-scale, there is a need to utilize the PV control mode of the solar units to
support network voltage. However, the use of supplementary controller to improve
the damping performance of the system should be investigated.
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Energy Storage Technologies
for Solar Photovoltaic Systems

Anjon Kumar Mondal and Guoxiu Wang

Abstract Among various renewable energy resources, solar energy has gained
tremendous attention for future energy because of its cleanliness, availability and
environmental friendliness. Many countries around the globe are intensely con-
sidering solar energy technologies for their future energy expansion. The major
disadvantage for use of solar technology is its intermittent and unpredictable nature.
This influence the power quality and consistency of the power grid, particularly at
large-scale solar energy systems. Solar power is the conversion of sunlight into
electricity, either directly using photovoltaic (PV) or indirectly using concentrated
solar power. The variation of sun light may lead to over-production of electricity at
one time and lack of production at another time. The variable nature of solar power
causes significant challenges for the electric grid operators. To smooth out the
intermittency of solar energy production, electrical energy storage technology will
become necessary. In order to increase the solar energy penetration with appropriate
reliability, this chapter presents a range of energy storage systems that could
technically and economically be used in association with solar photovoltaic energy.

Keywords Energy storage � PV system � Energy density � Power density �
Renewable energy � Battery

1 Introduction

One of the most important challenges to modern society is the availability of energy
at a reasonable cost without adverse environmental consequences. The worldwide
energy demand is projected to double by the middle of the century and triple by the
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end of the century as because billions of third world consumers gaining access to
modern services and products. Major sources of energy for human activity are fossil
fuels and nuclear sources. Currently, the burning of fossil fuels for thermal power
plants, transportation and domestic heating represents more than 80 % of the world
energy production. We nearly reach 87 % by the addition of nuclear sources and it
is expected to peak around the year 2050 [1, 2]. Although the stored carbon fossil
has some advantages including high energy density and stability but our planet will
not support for much longer such massive energy consumption from this resource.
The massive utilization has induced two major disadvantages: The first one is that
the availability of fossil fuel is limited and eventually it will be exhausted. The
second one is even more serious and concerns anthropogenic heavy greenhouse gas
emissions, carbon dioxide in particular. Every kWh of electricity production by
burning fossil carbon (coal) generates an average 1000 g CO2, a greenhouse gas
that is generally considered as the primary contributor to global warming [3].

To reduce greenhouse gas (GHG) emissions, many countries already imple-
mented emission regulations. The issues of carbon footprint and carbon tax, in the
context of pollution caused by fossil fuels are vigorously debated and truly con-
troversial. If we do not think to control those CHG emissions we will have to face
the penalties of an abnormally high concentration of CHGs in the Earth atmosphere,
which will lead to deep alteration of the climate and particularly global warming
[4]. To date most reports forecast an increase in temperature from 2 to 3 °C by the
end of twenty-first century, suggesting dramatic changes on the environment, such
as the rise in sea level [5]. From August 1992 to April 1999, the Topex–Poseidon
satellite has been recorded an annual average sea level rise of 3.1 mm [6]. Clearly,
climate change could entirely reshuffle our natural features within a few decades.
However, we cannot expect immediate change of this complex situation. If it takes
4–8 years for CO2 to spread into the atmosphere, it will take 50–100 years to get
clear of half of it.

The constant increase in the world population and in order to reach the living
standard of modern societies, mankind will face the fundamental challenge in the
twenty-first century, which is definitely energy supply, its storage and conversion.
The finite supply of conventional energy sources and constantly increasing energy
demand in the context of environmental pollution, have stimulated the development
of alternative, sustainable and clean energy technologies. Renewable energy sources,
such as solar, wind, geothermal and tidal energy have been developed. Among var-
ious renewable energy sources, the solar energy is most abundant and potentially
readily available. The solar radiation energy the Earth receives in 1 h is enough to
meet worldwide energy consumption for a year. Currently, the output from PV
module installations is growing 40 %per year globally [7]. In the coming decades, the
solar energy is expected to play a fundamental role in the massive generation of
decarbonized electricity. However, the solar energy is generated only in day time and
often relies on the weather or climate to work effectively. It exhibits large fluctuations
in power output in monthly or even annual cycles. Thus, energy from this source must
be stored when excess is produced and then released, when production levels are less
than the required demand. Therefore, energy storage technologies are an integral and
indispensable part for a reliable and effective solar PV system.
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2 Electricity and Its Storage

As shown in Fig. 1, various technologies have been developed within the energy
framework, which includes mechanical, electrical, thermal, chemical, radiant and
nuclear energy. Among the different forms of energy, electricity is the most con-
venient form of energy, which is easy to distribute by simple conversion processes
without any strong harmful scattering. The physical access to electricity through

Fig. 1 Illustration of the six forms of energy and related examples of their inter-conversions [9]
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power grid or mobile sources particularly increases the standard of living [8]. The
blackout episode on August 2003 and the recent September 2011 power failure
which extended from southern California to Mexico and Arizona are two of the
more widely publicized examples in which 50 million people were in a critical
situation demonstrating how life get somewhat cumbersome without electricity.

Such power outage events highlight the complex set of issues associated with the
generation and use of electricity: the use of fossil fuels and related carbon emissions,
the reliability of grid, the development of electric vehicles to decrease dependence of
foreign oil and the increased deployment of renewable energy resources. Besides,
most of the issues are international in scope as previously mentioned that worldwide
demand for electricity is projected to double by 2050. Electrical energy storage
(EES) cannot possibly address all of these problems. However, energy storage can
offer a well-established approach for improving grid reliability and overall use of the
entire power system (generation, transmission and distribution). As illustrated in
Fig. 2, EES can be employed for providing many grid services, including a set of
ancillary services such as (1) frequency regulation and load following, (2) cold start
services, (3) contingency reserves and (4) energy services that shift generation from
peak to off-peak periods. Moreover, it can provide services to solve more localized
power quality issues and reactive power support.

3 Renewable Energy from PV Generation and Storage

The development and use of renewable energy from PV generation has experienced
rapid growth over the past few years. Electrical production from PV source yields a
more assured supply for consumers with less environmental hazards. As previously
mentioned the major problem of this resource is its fluctuation from demand.
Although it is abundant and conversion systems are becoming more and more
reasonable, significant contribution to sustainable energy use will, however, require
considerable further development of energy storage systems. Energy storage rep-
resents the ultimate solution to the problem of intermittent generation. Energy
storage and its utilization in the electrical grid add value to renewable energy
sources such as solar energy, allowing for more intense use of these technologies.
Its use includes applications in load levelling, integration of renewable sources,
peak-shaving and energy trading, making the system more stable and reliable.
Figure 3 shows a schematic diagram of PV systems connected to the grid with and
without energy storage systems, which show the undeniable increase in flexibility
with the insertion of the energy storage system [11]. Generally, energy storage
increases the usefulness of PV in the way that it absorbs excess PV and allows PV
energy to be used when it is not produced in the evenings, on cloudy days etc. This
will open up a new field of application, especially due to the growth of electrical
production from solar PV, along with decentralized production.
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Fig. 2 Schematic of applications of electricity storage for generation, transmission, distribution,
and end customers and future smart grid that integrates with intermittent renewables and plug-in
hybrid vehicles through two-way digital communications between loads and generation or
distribution grids [10]
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4 Energy Storage Technologies

The history of the stationary EES dates back to the turn of the twentieth century,
when power stations were often shut down overnight, with lead–acid accumulators
supplying the residual loads on the direct current networks [12]. Electrical energy
storage systems are devices that store electricity after its conversion in some other
forms of energy that can be converted back to electricity when needed. This process
enables electricity to be produced at times of either low generation cost, low
demand or from intermittent energy sources and to be used at times of high gen-
eration cost, high demand or when no other generation is available [13]. There are
many possible techniques for energy storage, found in practically all forms of
energy: mechanical, electrical and chemical. The storage technologies that answer
to specific technical and economic criteria, which vary considerably as a function of
the applications and requirements, will obviously be of different types. A number of
utility-scale energy storage systems are currently deployed such as, pumped hydro
storage (PHS) and compressed air energy storage (CAES). Both technologies are
generally large scale (tens to hundreds of MW) and have unique geological and
geographic requirements [14]. Batteries are more scalable in size and do not depend
on availability of water or air storage. The efficiency of these technologies ranges
from 70 to 95 % [15]. Table 1 presents the main features of selected EES systems.

Fig. 3 Photovoltaic systems interconnected to the grid: a without energy storage, b utilizing
energy storage with the different options 1 local load management, 2 load management for the
utility, and 3 considering critical emergency loads [11]

Table 1 Energy storage technologies

Technology Energy density
(Wh/kg)

Power density
(W/kg)

Efficiency
(%)

Cycle life
(cycles)

Self-discharge

Pumped hydro 0.3 – 70–85 ˃20 years Negligible

CAES 10–30 – 70–89 ˃20 years –

Supercapacitors ˂50 4000 95 ˃50,000 Very high

Pb–Acid 20–35 25 70–90 200–2000 Low

Ni–Cd 40–60 140–180 70–90 500–2000 Low

NaS 120 120 70 2000 –

Li-ion 100–200 360 90–95 500–2000 Medium
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In terms of their applications, the energy storage technologies are divided in two
categories:

• Low to medium power applications where the energy could be stored as kinetic
energy (flywheel), compressed air, chemical energy, hydrogen (fuel cells) or in
supercapacitors.

• Large-scale power applications where the energy could be stored as potential
energy, thermal energy, chemical energy (batteries) or compressed air.

Storage technologies are characterized by factors such as storage capacity,
available power, depth of discharge, discharge time, cycling performance,
self-discharge, efficiency, mass and volume densities of energy, reliability, opera-
tional constraints and environmental aspect. The size of an energy storage system
has two components: energy (how much energy may be stored) and power (what is
the rate of charge and discharge). The relative size of the energy and power
components may be independent of one another, depending on the storage tech-
nology. The relationship between energy and power in an energy storage system
may be expressed by the energy/power ratio. Energy storage can increase perfor-
mance ratio of the PV system. Energy storage helps to reduce power injection to the
grid during the peak times.

5 Role of Energy Storage Technology

For decades, people have argued that electricity differs from all other products and
markets because it cannot be stored. This is basically correct, but future develop-
ments have the prospective to remove this limitation and to combine storage with
other energy technologies, e.g. solar PV to create a new energy pattern. Energy
storage and demand side management are two options that can be used to increase
the penetration level of grid-connected distributed generation. The fact is that
energy generation from solar PV is seldom constant over time and also electricity
demand is never constant. Thus, using an energy storage technology into solar PV
generating system is important. Energy storage technologies provide opportunity
for the generation side to meeting the level of power quality as well as consistency
needed by the demand side. Energy storage can also offer emergency power and
peak saving opportunity. Energy storage is especially important for decentralized
power supply system by giving the more load-following capability, which is an
important factor from generation side management.

6 Different Energy Storage Technologies

As previously mentioned, electricity is not easy to be stored cheaply but it can be
easily stored in other forms and converted back to electricity when required.
Different storage technologies are discussed in the following sections.
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6.1 Mechanical Energy Storage

6.1.1 Pumped Hydroelectric Storage

PHS is the most widely implemented large-scale EES. The main advantage of this
technology is that it is readily available. This technology is currently the most used
for high power applications. It uses the power of water, a highly concentrated
renewable energy sources. As shown schematically in Fig. 4, this system generally
consists of (1) two reservoirs located at different elevations, (2) a unit to pump water
to the high elevation and (3) a turbine to generate electricity with the water returning
to the low elevation. During periods when demand is low, these stations use elec-
tricity to pump the water from low reservoir to the upper reservoir. When demand is
very high, the water flows out of the upper reservoir and activates the turbines to
generate high-value electricity for peak hours. Clearly, the amount of stored energy
is proportional to the height difference of between the two reservoirs and the volume
of water stored. Pumped hydroelectric storage is a mature technology with large
volume, long storage period, high efficiency and relatively low capital cost per unit
of energy. The conversion efficiency of PHS is about 70–85 %, which depends on
equipment characteristics. Owing to the small evaporation and penetration, the
storage period of PHS can be varied from typically hours to days and even years. The
typical rating of PHS is about 1000 MW (100–3000 MW) and facilities continue to
be installed worldwide at a rate of 5 GW per year. The major shortcoming of this
technology is the need for available sites for two large reservoirs. A high cost
(typically hundreds to thousands of million US dollars) and long lead time
(*10 years) for construction and environmental issues (e.g. removing trees and
vegetation from the large amounts of land prior to the reservoir being flooded) [16].

Fig. 4 Illustration of pumped hydro storage with the pumping energy supplied by PV array [17]
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6.1.2 Compressed Air Energy Storage

CAES is a technology that stores energy as compressed air for later use. Besides the
PHS, the CAES is only other commercially available technology, which is capable
of providing very large energy storage deliverability (above 100 MW with single
unit). Figure 5 presents a schematic diagram of a CAES system. It consists of five
major components: (1) Air compressor of two or more stages with inter-coolers and
after-coolers to achieve economy of compression and reduce the moisture content
of the compressed air. (2) A cavity or container for storing compressed air. (3) A
turbine train, containing both high and low pressure turbines. (4) A motor/generator
that employs clutches to provide alternate engagement to the compressor or turbine
trains. (5) Equipment controls and auxiliaries, such as fuel storage and heat
exchanger units.

It works on the basis of conventional gas turbine generation. It decouples the
compression and expansion cycles of a conventional gas turbine into two separated
processes and stores the energy in the form of elastic potential energy of com-
pressed air. When demand is low, energy is stored by compressing air into an
airtight space, typically 4.0–8.0 MPa. To extract the stored energy, compressed air
is drawn from the storage vessel, heated and the expanded through high pressure
turbine, which captures some of the energy in the compressed air. The air is then
mixed with fuel and combusted with the exhaust expanded through a low pressure

Fig. 5 Schematic diagram of compressed air energy storage [18]
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turbine. Both the low and high pressure turbines are connected to a generator to
produce electricity. The waste heat of the exhaust is potentially captured via
recuperator before being released.

CAES systems have been considered for a number of applications, most notably
for electric grid support for load-levelling applications. In such systems, energy is
stored during periods of low demand and then converted back to electricity when
the electricity demand is high. CAES systems are designed to cycle on a daily basis
and to operate efficiently during partial load conditions. Compared to the conven-
tional intermediate generating units, CAES systems have improved environmental
characteristics. CAES has low capital cost, high storage efficiency (70–89 %) and
relatively long storage period. The typical rating for a CAES system is in the range
of 50–300 MW, which is much higher than other storage technologies except for
the PHS. The major barrier to the implementation of CAES is the reliance on
favourable geography, hence it is only economically feasible for the power plants
that nearby rock mines, salt caverns, aquifer or depleted gas fields. In addition, it is
not an independent system and has to be associated with a gas turbine plant.

6.2 Electrical Energy Storage

6.2.1 Superconducting Magnetic Energy Storage

Superconducting magnetic energy storage (SMES) systems store energy in the
magnetic field created by the flow of direct current through a superconducting coil
of nearly zero resistance. This is the only technology which store electrical energy
directly into electric current [19]. A typical SMES system includes three parts:
superconducting coil, cryogenically cooled refrigerator and power conversion
system as shown in Fig. 6. To maintain the inductor (coil) in its superconducting
state, it is immersed in liquid helium (at 4.2 K or super fluid helium at 1.8 K)
contained in a vacuum-insulated cryostat. The inductor is generally made of

Fig. 6 Supermagnetic energy storage system [20]
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niobium-titanium (NbTi), that operate cryogenically cooled (−270 °C) temperature.
Once the superconducting coil is charged, the current will not decay and the
magnetic energy can be stored indefinitely. The stored energy can be released back
to the network by discharging the coil.

Compared to the other methods of energy storage, SMES loses the least amount
of electricity in the energy storage process. SMES provides one of the highest
densities of any power storage method. Its main advantage is high energy storage
efficiency (˃95 %). The energy output of an SMES system is much less dependent
on the discharge rate compared with batteries. It also has a high cycle life and
suitable for applications that require constant, full cycling and a continuous mode of
operation. These features make SMES suitable for use in solving voltage stability
and power quality problems for large industrial consumers. The energy stored in the
SMES coil can be calculated by E = 0.5LI2, where L is the inductance of the coil
and I is the current passing through it [21]. However, the major problem con-
fronting the implementation of SMES units are the high cost and the environmental
issues associated with strong magnetic fields.

6.2.2 Electrochemical Capacitors (Supercapacitors)

Electrochemical capacitors (also called supercapacitors or ultracapacitors) are
passive and static electrochemical devices for storing and releasing energies rapidly
and reversibly [22]. This is another form of energy storage devices with high power
density and long life cycle. Supercapacitors have higher energy densites (about
5 Wh kg−1) than conventional capacitors. Although supercapacitors have the lower
energy densities than popular lithium-ion batteries, their ultrafast charged and
discharged capability leads to high power densities (10 kW kg−1). The principle of
energy storage in a supercapacitor is through the ion adsorption on an electrode/
electrolyte interface which make electric double layer [electrical double layer
capacitors (EDLC)] or due to electron transfer between the electrolyte and electrode
through fast Faradic redox reaction (pseudocapacitors) [23].

Electric Double Layer Capacitors

EDLCs store electrical energy using reversible adsorption of ions from an elec-
trolyte on the electrodes to form an electric double layer at an electrode/electrolyte
interface. Supercapacitors that only involve physical adsorption, in which there is
no electrochemical reactions on the electrode material (e.g. carbon) while charging
and discharging process (Fig. 7a) are called EDLC. In this type of supercapacitors,
no charge transfers across the electrode/electrolyte interface, and no net ion
exchanges occur between the electrode and the electrolyte [23]. This implies that
the electrolyte concentration remains constant during the charging and discharging
processes. Since there is no physical change in the electrodes during charge/
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discharge process, EDLCs can sustain millions of cycles. The model of energy
storage could be defined by the following equation:

E ¼ 1=2CV2 ð1Þ

where E is the entire energy delivered, C denotes the specific capacitance and V is
the potential window.

However, due to the electrostatic surface charging mechanism, EDLCs suffer
from a limited energy density and scientific research mainly emphasises to improve
energy performance. The materials for EDLCs should be highly conductive large
specific surface area. Different carbon materials, such as activated carbon, carbon
nanofibres, carbon nanotubes are considered to be best electrode materials for
EDLCs.

Pseudocapacitors

The pseudocapacitors are different from EDLC in the way in which charge is stored.
Pseudocapacitive charge storage fundamentally relies on redox reactions between
electrode materials and electrolyte ions. The electric energy is generated by fast
Faradic redox reaction, which produces pseudocapacitance. Materials undergoing
such redox reactions include conducting polymers and several metal oxides (RuO2,
MnO2, Co3O4 etc.) [25]. Depending on the location of these redox reactions, the
pseudocapacitive charge storage can be categorized into surface charge storage and
bulk charge storage (Fig. 7 b and c). These pseudocapacitors can be superimposed
on any electric double layer capacitors. In systems, where multiple oxidation states
can be accessed, the pseudocapacitors often provide a higher energy density than
EDLCs. Since the electrochemical processes occur both on the surface and in the
bulk near the surface of the solid electrode, pseudocapacitors exhibit higher specific
capacitance and energy density than EDLCs. However, pseudocapacitors suffer
from relatively lower power density than EDLC because Faradic processes are
normally slower than non-faradic processes. Moreover, due to the physical changes
of the electrodes during redox reactions, pseudocapacitors have poor cycling sta-
bility compared with EDLCs [25].

Fig. 7 The working principle of supercapacitors. a Electric double layer, b redox reaction on the
surface and c redox reaction in bulk [24]
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Supercapacitors show potential applications in electronics, transportation,
communication and aviation. It can also be used in a wide range of energy capture
and storage applications either by themselves as a primary power source or in
combination with batteries and fuel cells. Supercapacitors can be used as uninter-
rupted power supplies (back-up supplies used to protect against power disruption)
and load-levellers (back-up power for memories, microcomputers, clocks, system
boards etc.). In combination with batteries and fuel cells, supercapacitors are likely
to be used for powering HEVs and EVs [26].

6.3 Chemical Energy Storage (Batteries)

Batteries are rechargeable electrochemical systems used to store energy. These are
the oldest and most established form of electricity storage, which store electricity in
the form of chemical energy [27]. Among the different types of storage methods,
systems based on chemical energy storage are very attractive. A battery comprised
of single or multiple electrochemical cells, connected in series or in parallel or both
depending on the desired output voltage. As presented in Fig. 8, each cell consists
of

• The anode is the negative electrode of a cell associated with oxidative chemical
reactions that release electrons into the external circuit.

• The cathode is the positive electrode of a cell associated with reductive chemical
reactions that gain electrons from the external circuit.

• An electrolyte is a material that provides the medium for transfer of electrons
between the positive and negative electrodes of a cell.

Fig. 8 Rechargeable
cell/battery diagram [28]

Energy Storage Technologies for Solar Photovoltaic Systems 243



• A separator is a physical barrier between the positive and negative electrodes
incorporated into most cell designs to prevent electrical shorting. The separator
can be a gelled electrolyte or a microporous plastic film or other porous inert
material filled with electrolyte. Separators must be permeable to the ions and
inert in the battery environment.

During discharge electrochemical reactions occur at the two electrodes gener-
ating a flow of electrons through an external circuit. The reactions are reversible,
allowing the battery to be recharged by applying an external voltage across the
electrodes. The batteries are rated in terms of their energy and power capacities. For
most of the battery types, the energy and power capacities are not independent and
are fixed during the battery design. Some of the other essential features of a battery
are cycle life, efficiency, depth of discharge, operating temperature, self-discharge
and energy density. At present, significant development is going on in battery
technology. Different types of batteries are being developed of which some are
available commercially while some are still in the experimental stage [29]. They not
only provide environmental advantages and fuel flexibility, but also offer a number
of important advantages to the electricity utility. They can respond very quickly to
load changes and accept co-generated and/or third-party power, thus enhancing the
system stability. Various battery technologies for power system applications are
discussed in the following sections.

6.3.1 Lead–Acid Battery

Over the past hundred years, lead–acid battery technology has been the most widely
used of any electrochemical storage medium. Lead–acid batteries that store and
release electricity via a reversible electrochemical conversion. It is made of stacked
cells, immersed in a dilute solution of sulfuric acid (H2SO4) as an electrolyte. The
positive electrode (Cathode) of each cell is composed of lead dioxide (PbO2), while
the negative electrode (anode) is sponge lead (Pb). On discharging, both electrodes
are converted into lead sulphate (PbSO4). During charge, both electrodes return to
their initial state. The electrochemical reactions are

(I) Anode:

Pbþ SO2�
4 $ PbSO4 þ 2e ð2Þ

(II) Cathode:

PbO2 þ SO2�
4 þ 4Hþ þ 2e� $ PbSO4 þ 2H2O ð3Þ

These batteries have been applied to almost every area of industry, and their
sales constitute 40–45 % of all battery sales in the world [30]. Since their avail-
ability, lead–acid batteries have been tested for utility applications, especially for
power quality, reliability control and power regulation. There are two major types
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of lead–acid batteries: flooded batteries, which is the most common topology, and
valve regulated batteries, which are subject of extensive research and development.
Lead–acid battery has low cost and a high reliability with a round trip efficiency of
70–90 %. It is a popular storage choice for uninterrupted power supply (UPS),
power quality and some spinning reserve applications. However, lead–acid batteries
have a short cycle life of 500–1000 cycles and low energy density (30–50 Wh/kg),
which limits its application for energy management. Lead–acid batteries also have a
poor low temperature performance. In reality, high operation temperature (up to
45 °C) can improve the battery performance in terms of higher capacity, but reduce
the life time of the system [28].

6.3.2 Nickel–Cadmium Battery

Development of nickel–cadmium (Ni–Cd) rechargeable batteries has been carried
out since 1950. The main components of Ni–Cd batteries are nickel hydroxide
(positive electrode), cadmium hydroxide (negative electrode), a separator and an
alkaline electrolyte (KOH) [31]. During discharge, Ni(OH)2 is the active material of
the positive electrode, and Cd(OH)2 is the active material of the negative electrode.
During charge cycle, nickel oxyhydroxide (NiO(OH)) is the active material of
positive electrode and metallic Cd is the active material of the negative electrode.
The overall electrochemical reaction is

2NiO OHð ÞþCdþ 2H2O $ 2Ni OHð Þ2 þCd OHð Þ2 ð4Þ

This type of battery can be found in two different forms, depending on the
application: (i) sealed form in portable equipment and (ii) flooded form in general
industrial applications. Ni–Cd batteries have a higher energy density (50–
75 Wh/kg) and robust reliability. They have longer cycle life (more than 3500
cycles) than lead–acid batteries combined with very low maintenance requirements.
These advantages over lead–acid batteries make them favourable for emergency
lighting, UPS, power tools, generator starting and telecoms. The major drawbacks
of Ni–Cd batteries are their toxicity and the fact that they suffer from the “memory
effect”. Cadmium is a toxic heavy metal which can cause health risk of humans.

6.3.3 Sodium–Sulphur Battery

Sodium–sulphur batteries (NaS) are one of the promising options for high power
energy storage applications. As shown in Fig. 9, the NaS batteries consist of liquid
(molten) sulphur as the positive electrode and liquid (molten) sodium as the neg-
ative electrode [32]. A solid ceramic Beta alumina (Al2O3) acts as both the sepa-
rator and the electrolyte simultaneously. During the discharge cycle, the metallic
sodium is oxidized, releasing Na+ ions. The electrolyte enables the transfer of
sodium ions to the cathode where they combine with sulphur to form sodium
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polysulfides: 2Na + S ↔ Na2S4. During the charge cycle, the sodium polysulphide
is decomposed into sodium and sulphur. The battery operating temperature is in the
range of 300–350 °C. Therefore, NaS batteries need to be heated externally for
optimal operation.

NaS batteries exhibit high energy density (150–240 Wh/kg) and power density
(150–230 W/kg), good temperature stability, high Coulombic efficiency (75–
95 %), long cycle life (*2500 cycles), good safety and inexpensive. These bat-
teries can be used for load levelling, UPS applications, emergency power supply,
being suitable to a number of markets, such as industrial applications and wind
power generating systems. The batteries are made of abundant and low-cost
materials, making them suitable for large-scale industrial production. However, the
major disadvantage is that an external heat source is required to operate NaS
batteries, which partially reduces the battery performance. NaS batteries are cur-
rently used in electricity grid-related applications such as peak-shaving and
improving power quality.

6.3.4 Sodium Nickel Chloride Battery

Sodium nickel chloride battery is a high temperature (*300 °C) system and also
known as ZEBRA battery [33]. In this system, nickel chloride is used as the
positive electrode. The chemical reaction occurring in a ZEBRA battery is

Fig. 9 NaS battery [28]
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2NaClþNi $ NiCl2 þ 2Na ð5Þ

Compared to NaS batteries, ZEBRA batteries can withstand limited overcharge
and discharge and have potentially better safety characteristics and high cell voltage
(2.58 V). The drawbacks with respect to NaS batteries are their low energy density
(*120 Wh/kg) and power density (*150 W/kg). Another disadvantage is that
only one company (Beta R&D, UK) is trying to develop this technology. At pre-
sent, Beta R & D is developing a high power version of the ZEBRA battery for
hybrid electric vehicles, a high energy version for storing renewable energy and a
load-levelling battery for industrial applications [33].

6.3.5 Lithium-Ion Battery

Lithium-ion batteries store electrical energy in electrodes made of lithium inter-
calation (or insertion) compounds. Lithium intercalation compounds are used as
positive and negative electrode materials in lithium-ion batteries [34]. In a typical
lithium-ion cell, graphite and lithium metal oxide (LiCoO2) are used as a negative
electrode (anode) and a positive electrode (cathode), respectively. A non-aqueous
Li+ conducting medium is used as electrolyte. The positive and negative electrodes
are separated by an electrolyte-filled porous polymer membrane that allows
lithium-ion transfer but prevents electrolyte from direct contact. The lithium ions
are shuttled between two host electrodes (anode and cathode) during the charge–
discharge process. When the battery is discharging, Li+ ions de-intercalate from the
anode, pass through the electrolyte and intercalate into the cathode. Meanwhile, the
electrons pass through the external circuit from the negative electrode to the pos-
itive electrode. On charging, the process is reversed when an external voltage is
applied to the battery. During charge–discharge process, Li ions move between the
negative and positive electrode, empowering the conversion of chemical energy
into electrical energy and storage of electrochemical energy within the battery.

Figure 10 illustrates the basic lithium-ion battery system that leads the current
battery market. The cell reactions are reversible lithium-ion intercalation and
de-intercalation cycles between two layered structures. The redox reactions
involved in LiCoO2/graphite cell are presented as follows [35]:

Cathode:

LiCoO2 $ Li1�xCoO2 þ xLiþ þ xe� 1\x\0ð Þ ð6Þ

Anode:

6Cþ xLiþ þ xe� $ LixC6 1\x\0ð Þ ð7Þ

Among rechargeable batteries, lithium-ion batteries have become popular with
many advantages such as high energy density, low maintenance, long cycle life, no
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memory effect and low self-discharge. In the past two decades since the first
commercial products manufactured by SONY, lithium-ion batteries (LIBs) have
been widely applied for portable electronic devices. These include notebook
computers, cell phones, digital cameras, etc. Its energy density is 2–3 times and
power density 5–6 times higher than traditional nickel–metal hybrid, nickel–-
cadmium and lead–acid batteries. The advantages in high energy capacity and
power over other technologies have made lithium-ion batteries the most promising
option for transportation application. Extensive research and development were
carried out in the past decades. Significant progress has been made in materials and
chemistries to improve the battery technologies for the applications. The worldwide
market of lithium-ion batteries is valued at 10 billion US dollars per annum.
Lithium-ion batteries are now being intensively pursued upcoming large-scale
transportation applications including hybrid electric vehicles (HEV), plug-in hybrid
electric vehicles (PHEV) and electric vehicles (EV) [37]. They are also seriously
considered for the efficient storage and utilization of intermittent renewable energies
such as, solar and wind.

Referring the disadvantages of lithium-ion batteries, it can be mentioned that the
lithiated graphite electrode operates at a potential close to that of metallic lithium,

Fig. 10 Schematic of a LIB [36]
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leading to Li-dendrite growth and potential electrical shorting. In the presence of
flammable organic electrolyte solvents currently in use, there is a risk of heat
generation, thermal runway and fire. An additional challenge is the high cost that
may not be critical to small portable electronic applications but is very important for
large-scale applications. There are some other battery technologies, including
lithium sulphur batteries, sodium ion batteries, lithium oxygen batteries are in
experimental stage. Many research groups and industries around the globe are
continuing intensive research to develop new environmentally benign battery
technologies for large-scale energy storage applications.

7 Conclusions and Future Perspective

Today climate changes and energy storages are confronting our society with con-
siderable technological, economic, safety, health, and national security challenges.
The current trend towards reducing greenhouse gas emission and increasing pen-
etration of renewable energy, along with growing demands of high-quality power,
calls for urgent development and implementation of EES systems. EES systems are
the key enabling technologies for utility and transport applications. In particular, the
proliferation of energy storage will enable the integration and dispatch of renewable
PV generation. Without suitable EES, the current electrical grid could allow for
only limited level of penetration of renewable energy generation from PV. Storage
is a key element for the growth of renewable energies, particularly for PV gener-
ation. Installing EES into the grid would not only facilitate increasing penetration of
renewable energy, but insure quality power for a society. Implementing EES would
help to reduce greenhouse gas emissions by replacing fossil-burning turbines cur-
rently employed to stabilize the grid.

The success of these applications of energy storage will depend on how well
storage technologies can meet key expectations. The most important of these are
low installed cost, long life, high efficiency and high reliability. A number of
potential technologies for EES exist and some of these have demonstrated for utility
applications. However, these technologies are facing either challenges in meeting
the performance and economic matrix for the stationary applications, or limits in
environment, site selection etc. This also calls for both basic and applied research to
further develop current technologies and discover new technologies that can
address the requirements for renewable and utility applications.
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Superconducting Magnetic Energy
Storage Modeling and Application
Prospect

Jian-Xun Jin and Xiao-Yuan Chen

Abstract Superconducting magnetic energy storage (SMES) technology has been
progressed actively recently. To represent the state-of-the-art SMES research for
applications, this work presents the system modeling, performance evaluation, and
application prospects of emerging SMES techniques in modern power system and
future smart grid integrated with photovoltaic power plants. A novel circuit-field-
superconductor coupled SMES energy exchange model is built and verified to
bridge the applied superconductivity field to the electrical engineering and power
system fields. As an emerging SMES application case to suit photovoltaic power
plants, a novel low-voltage rated DC power system integrated with superconducting
cable and SMES techniques is introduced and verified to implement both the high-
performance fault current limitation and transient power buffering functions. Four
principal SMES application schemes of a sole SMES system, a hybrid energy
storage system (HESS) consisting of small-scale SMES and other commercial
energy storage systems, a distributed SMES (DSMES) system, and a distributed
HESS (DHESS) are proposed and compared for achieving efficient and economical
power management applications in future photovoltaic power plants.
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1 Introduction to Energy Storage

The alternatives for the continued availability of highly reliable and inexpensive
power supply in future smart grid include the deployment of clean coal generation,
nuclear power generation, renewable energy generation, and other generation
resources. It is expected to combine with centralized and distributed power gen-
eration for developing the modern resource-saving and environment-friendly power
systems. The main role of the energy storage systems (ESSs) is to increase the
penetration of renewable energy sources such as photovoltaic power plants, to level
the load curve, to contribute to the frequency control, to upgrade the transmission
line capability, to mitigate the voltage fluctuations, and to increase the power
quality and reliability, etc. Various ESSs can be used to allow increased capacity
and stability to be derived from any given quantity of physical resources like
photovoltaic power plant, and should be considered as a strategic choice that allows
for optimum use of existing and new resources of all kinds [1–6].

According to the energy forms of the currently available ESSs, they are mainly
divided into chemical energy storage and physical energy storage, as shown in
Fig. 1. For the chemical energy storage, the mostly commercial branch is battery
energy storage, which consists of lead-acid battery, sodium-sulfur battery, lithium-
ion battery, redox-flow battery, metal-air battery, etc.

Fig. 1 Classification of
energy storage systems
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The use of lead-acid batteries for energy storage dates back to mid-1800s.
Lead-acid battery consists of spongy lead as the negative active material, lead
dioxide as the positive active material, immersed in diluted sulfuric acid electrolyte,
and lead as the current collector. It is most widely used due to its low capital cost
and mature production techniques; however, it also has serious shortcomings such
as low storage efficiency and performance degradation under the fast repeated
charge–discharge operations.

Sodium-sulfur battery consists of molten sulfur at the positive electrode and
molten sodium at the negative electrode separated by a solid beta alumina ceramic
electrolyte. It is known for its strong cycle life, decent energy efficiency, and
specific energy 3–4 times that of lead-acid battery. Moreover, it is able to provide
short power bursts (about 30 s) that are 6 times of the rated continuous power,
making it particularly suitable in short-time power quality maintenance.

Lithium-ion battery is a typical new-type high-energy and high-efficiency bat-
teries. Its positive electrode is made of a lithium metal oxide, and the negative
electrode is composed of layered graphitic carbon. Thanks to its extremely high
efficiency as well as high energy density, power density, cell voltage, and long
cycle life over other batteries, lithium-ion battery has become popular in various
advanced equipment applications such as electric vehicle, computer, and cell phone.
However, its special packaging of overcharge protection circuit causes the high
production cost, which eventually prevents many large-scale systems from being
developed and industrialized.

Another promising environment-friendly hydrogen energy storage branch has
three fundamental forms of compressed gaseous hydrogen (CGH2), liquid hydrogen
(LH2), and solid-state absorbers [7, 8]. The mostly commercial CGH2 is operated at
35–70 MPa and room temperature, while the promising LH2 with much higher
energy density and no high-pressure risk is operated at 0.5–1 MPa and 20–30 K.
The solid state absorbers of hydrogen include hydrides and high-surface materials,
which offer very high volumetric hydrogen density on a materials basis.

The physical energy storage can be further divided into mechanical energy
storage and electromagnetic energy storage. Among the mechanical energy storage
systems, there are two subsidiary types, i.e., potential-energy-based pumped hydro
storage (PHS) and compressed air energy storage (CAES), and kinetic-energy-
based flywheel energy storage (FES).

Pumped hydro storage system consists of two reservoirs with a height differ-
ential and a penstock or pipe connecting them. To produce electrical energy, water
is allowed to flow from the upper reservoir down the pipe through a water turbine
and into the lower reservoir. Its simplicity of design, relatively low cost, and
similarity in operation to hydroelectric power has made it the industry standard for
storage for a century. However, its practical installation requires very specific
geographic conditions and high capital cost, and might cause some undesirable
environmental impacts.

Compressed air energy storage system consists of air compressor, air recuper-
ator, and air storage place, which can be in a geologic formation such as salt caverns
from mining, impervious rock formations, porous rock aquifers, and depleted oil or
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gas wells. Once the air is compressed and stored, electrical energy is extracted using
a standard gas turbine. Thanks to its similarity to standard combustion turbine
systems, compressed air energy storage systems are easily integrated into the
existing power systems.

Flywheel energy storage system stores kinetic energy in a rotatory disc in the
form of angular momentum. It has high power density, high energy density, and
virtually infinite number of charge–discharge cycles. Recent advances in power
electronics and bearing material engineering have made this technology attractive
for a number of other applications such as frequency regulation and power quality
improvement. Moreover, the promising superconducting suspended bearings have
significantly reduced the self discharge due to the frictional losses.

In practice, the electromagnetic energy storage systems consist of electric-
energy-based electrochemical double-layer capacitor (EDLC), which is also called
super capacitor or ultra capacitor, and magnetic-energy-based superconducting
magnetic energy storage (SMES).

Electrochemical double-layer capacitor uses high-permittivity dielectric with a
very high electrode surface area. The electrode surface area is maximized by using
porous carbon as the current collector, allowing a relatively large amount of energy
to be stored at the collector surface. The two electrodes are separated by a very thin
porous separator and immersed in an electrolyte such as propylene carbonate.
Electrochemical double-layer capacitor has the ability to charge and discharge more
quickly over electrochemical batteries, and can practically be charged at any rate
within an available temperature range from about −55 to 85 °C. However, due to
the high permeability and close proximity of the electrodes, EDLC has a low-
voltage-withstand capability, e.g., 2–3 V. This can be a serious problem to achieve
the current and voltage balances within the hundreds to thousands of series-parallel-
connected EDLC units for high-voltage applications.

Superconducting magnetic energy storage system can store electric energy in a
superconducting coil without resistive losses, and release its stored energy if
required [9, 10]. Most SMES devices have two essential systems: superconductor
system and power conditioning system (PCS). The superconductor system mainly
consists of (i) superconducting magnet (SM), (ii) cryogenic Dewar, (iii) refrigera-
tion system, (iv) quench protection system, (v) persistent current switch, and
(vi) current leads. The PCS mainly consists of (i) current-voltage (I-V) chopper,
(ii) DC-link capacitor, (iii) DC-AC bidirectional converter, and (iv) AC filter. As
compared to other ESSs, it has advantages: (i) fast response speed, (ii) high power
density, (iii) high storage efficiency, (iv) long life-time, and (v) little environmental
pollution. In addition, several subsidiary benefits from the SMES technology can be
also derived (i) to lower the consumption of fossil resources, (ii) to increase the
operation efficiency and lifetime of generators, (iii) to defer the power generation
and transmission capacities, and (iv) to increase the availability of renewable energy
sources such as photovoltaic power plants.
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2 SMES Modeling and Verification

2.1 Energy Exchange Circuit

The PCSs for SMES applications mainly include [11–14] thyristor-based, current
source converter (CSC-based, and voltage source converter (VSC)-based topolo-
gies, which can be used to develop various power conversion, compensation, and
control equipments, e.g., (i) flexible AC transmission systems (FACTS) for power
transmission, (ii) distributed FACTS (DFACTS) for power distribution, and
(iii) uninterrupted power supplies (UPSs) for power end-users.

Figure 2 shows a typical VSC-based PCS. It mainly includes an SM in the
cryostat, a current/voltage (I/V) chopper, a DC-link capacitor, a DC/AC converter,
and an AC filter. The PCS can be connected in series or in parallel with the AC grid.
Figure 3 shows three basic FACTS and DFACTS schemes, i.e., (i) series-type static
synchronous series compensator (SSSC), (ii) parallel-type static synchronous
compensator (STATCOM), and (iii) series-parallel-type unified power flow con-
troller (UPFC) formed by the combination of a SSSC and a STATCOM. For the
applications in high-voltage alternating-current (HVAC) and high-voltage
direct-current (HVDC) transmissions, large-scale PCSs consisting of multilevel
choppers and converters are needed. In various DC applications such as DC
output-type distributed generators and DC distribution network, the SMES has

Fig. 2 Topology of a typical
VSC based PCS

Fig. 3 Topologies of three
basic FACTS and DFACTS
schemes
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simpler system topology and easier control requirement. Only an I/V chopper is
needed to link the SC to the DC bus for online power flow regulation.

For the SM used in a SMES device, the targeted power system applications can
be transformed into equivalent energy exchange demands. To simplify the rela-
tively complex system topology and relevant control strategies, an equivalent load
network is therefore introduced to build an energy exchange circuit, as shown in
Fig. 4 [15–18]. A controllable voltage source U is used to imitate the external
power fluctuations, a power-line resistor Rline is used to imitate the consumed power
from the step-up power transformer, AC filter, and DC/AC converter in a practical
PCS, while a power-load resistor Rload is used to imitate the external load fluctu-
ations. To maintain the voltage UR(t) across the power-load resistor around its rated
voltage, the SM should carry out the dynamic energy exchanges through the online
conversions of the operation state of the chopper used. Thus, the external power
system problems to be solved can be equivalently achieved by adjusting the above
three controllable parameters.

As for the energy exchange control, a bridge-type I-V chopper formed by four
MOSFETs S1–S4 and two reverse diodes D2 and D4 is introduced [15–18]. By
defining the turn-on or turn-off status of a MOSFET as “1” or “0,” all the operation
states can be digitalized as “S1S2S3S4.” As shown in Fig. 5, the charge-storage
mode (“1010” → “0010” → “0110” → “0010” → “1010”) and the discharge–
storage mode (“0101” → “0100” → “0110” → “0100” → “0101”) correspond to

Fig. 4 Energy exchange circuit with a brige-type chopper

Fig. 5 Digital state diagrams of the two I-V choppers: a Bridge-type chopper; b Conventional
chopper
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the control schemes for the power absorption operation and the power compensa-
tion operation, respectively. To carry out the comparative analyses, two MOSFETs
S1 and S3 and two reverse diodes D2 and D4 are also introduced to form a con-
ventional chopper.

When the operation voltage UR(t) across the power-load resistor Rload is between
a minimum reference voltage Umin and a maximum reference voltage Umax, i.e.,
Umin ≤ UR(t) ≤ Umax, the power-load resistor is assumed to operated in a rated
voltage state, and thus the I-V chopper is operated in the energy storage state. The
system current and voltage equations can be expressed by

U ¼ IðtÞRline þ IRðtÞRload ð1Þ

U0 þ 1
C

Z t

0

ICðtÞdt ¼ IRðtÞRload ð2Þ

IðtÞ ¼ IRðtÞþ ICðtÞ ð3Þ

where I(t), IR(t), and IC(t) are the currents through the power-line resistor,
power-load resistor, DC-link capacitor and SM; U0, the initial voltage across the
power-load resistor and DC-link capacitor; C, the capacitance of the DC-link
capacitor.

When UR(t) > Umax, the power-load resistor is operated in a voltage swell state,
and the I-V chopper is operated in the energy charge state. The system current and
voltage equations can be expressed by (1), (4), and (5)

L
dILðtÞ
dt

þ ILðtÞRSC ¼ U0 þ 1
C

Z t

0

ICðtÞdt ¼ IRðtÞRload ð4Þ

IðtÞ ¼ ILðtÞþ IRðtÞþ ICðtÞ ð5Þ

where L is the inductance of the SM; IL(t), the coil current; I0, the initial coil
current; RSC, the equivalent lossy resistance, which mainly comes from the I-V
chopper and current leads.

When UR(t) < Umax, the power-load resistor is operated in a voltage sag state
and the I-V chopper is operated in the energy discharge state. The system current
and voltage equations can be expressed by (1), (6), and (7)

�L
dILðtÞ
dt

� ILðtÞRSC ¼ U0 þ 1
C

Z t

0

ICðtÞdt ¼ IRðtÞRload ð6Þ

IðtÞþ ILðtÞ ¼ IRðtÞþ ICðtÞ ð7Þ

Superconducting Magnetic Energy Storage Modeling … 259



2.2 Superconducting AC Loss Calculation

The sample SC used is a 0.2 H Bi-2223 solenoid coil having three same axial coil
units in series [15]. Each unit is wounded by 21 layers with 35 turns per layer. The
average gap width between the adjacent units is about 6 mm. The average gap
width between the adjacent layers in one coil unit is about 2.7 mm. A 2D
axisymmetric simulation model is built by using COMSOL software, as shown in
Fig. 6. It consists of 63 coil layer units, and each unit formed by 35 turns has radial
width of 12.6 mm and axial height of 4.2 mm. The inner and outer radii of each
unit are 68 and 80.6 mm, respectively. The Bi-2223 tapes used are the AMSC
high-strength tapes, whose average width is—4.2 mm, average thickness—
0.28 mm, critical current—145.8 A at 77 K and self field. The filamentary thick-
ness dc and width wc are 0.18 and 3.8 mm. The perpendicular and parallel time
constants τ⊥ and τ// are 33.07 and 0.93 ms, respectively.

In the 0.2 H Bi-2223 coil, the parallel component accounts for the vast majority
of the total magnetic field distributed in the inner cavity area. However, the per-
pendicular component becomes larger as the location gets closer to two coil ends, as
shown in Fig. 7. Due to the anisotropy, the turns located at two coil ends have

Fig. 6 2D axisymmetric model of the 0.2 H Bi-2223 solenoid coil

Fig. 7 Magnetic field distributions of the 0.2 H Bi-2223 solenoid coil when I(t) is 60 A: a parallel
magnetic field; b perpendicular magnetic field
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lower critical current and higher flux flow loss as compared to those located at the
middle coil part. Figure 8 shows the critical current and flux flow loss distributions
of the five upper coil layers. To make all the coil turns of the 0.2 H Bi-2223 coil
work at superconducting state, the calculated Ic(B//, B⊥) is about 40 A.

Besides the mentioned flux flow loss above, the superconducting tapes in the SC
will also generate a certain amount of hysteresis loss, coupling current loss, and
eddy current loss due to the real-time changes of the coil current and magnetic field
during the energy exchange operations.

From the top to bottom of the 63 coil layers, they are defined as Nlayer = 1,
Nlayer = 2, …, Nlayer = 63, respectively. The top coil layer (Nlayer = 1) generates the
maximum perpendicular hysteresis loss and perpendicular coupling current loss,
while the middle coil layer (Nlayer = 32) generates the maximum parallel hysteresis
loss and parallel coupling current loss, as shown in Figs. 9 and 10. The left side of
each layer in Figs. 9 and 10 is located in the inner wall of the coil.

Based on the FEM calculations in Fig. 11, the total hysteresis loss Phys(t), flux
flow loss Pflow(t), coupling current loss Pcoup(t), and eddy current loss Peddy(t) can
be fitted into four coil-current-dependent formula, as depicted by [19]

PhysðtÞ ¼ P1 � a1 � ImðtÞ
I1

� �a2
� f ðtÞ
10� f1

ð8Þ

PflowðtÞ ¼ P1 � b1 � ILðtÞ
I1

� �b2
ð9Þ

Fig. 8 Critical current and flux flow loss distributions of the five upper coil layers: a critical
current distributions when IL(t) = 40 A; b critical current distributions when IL(t) = 60 A; c flux
flow loss distributions when IL(t) = 40 A; d flux flow loss distributions when IL(t) = 60 A
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Fig. 9 Perpendicular and parallel hysteresis loss distributions: a Phys⊥, Nlayer = 1 to Nlayer = 5,
Im = Idc = 15 A, f = 10 Hz; b Phys⊥, Nlayer = 1 to Nlayer = 5, Im = Idc = 20 A, f = 10 Hz; c Phys//,
Nlayer = 30 to Nlayer = 34, Im = Idc = 15 A, f = 10 Hz; d Phys//, Nlayer = 30 to Nlayer = 34,
Im = Idc = 20 A, f = 10 Hz

Fig. 10 Perpendicular and parallel coupling current loss distributions: a Pcoup⊥, Nlayer = 1 to
Nlayer = 5, S(t) = 50 A/s; b Pcoup⊥, Nlayer = 1 to Nlayer = 5, S(t) = 60 A/s; c Pcoup//, Nlayer = 30 to
Nlayer = 34, S(t) = 50 A/s; d Pcoup//, Nlayer = 30 to Nlayer = 34, S(t) = 60 A/s
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(a)

(b)

(c)

Fig. 11 Calculated and fitted
AC loss of the whole coil:
a hysteresis loss; b flux flow
loss; c coupling current loss
and eddy current loss

PcoupðtÞ ¼ P1 � c1 � 1
60

� SðtÞ
S1

� �2
ð10Þ

PeddyðtÞ ¼ P1 � d1 � 1
60

� SðtÞ
S1

� �2
ð11Þ

where Im(t) and f(t) are the peak current and operation frequency of the AC coil
current; a1, a2 b1, b2, c1, d1, the coil-structure-dependent parameters; I1, P1, f1, S1,
the normalizing constants of 1 A, 1 W, 1 Hz, 1 A/s. For the 0.2 H Bi-2223 coil, the
fitted parameters a1 = 1.841 × 10−5, a2 = 5.269, b1 = 3.048 × 10−19, b2 = 11.151,
c1 = 8.61, d1 = 0.75.
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According to (10) and (11), both the coupling and eddy current loss distributions
are similar. It can be seen that the total coupling current loss is about 11.5 times of
the total eddy current loss. When the current changing rate S(t) = 60 A/s, the total
coupling current loss is about 8.3 mW, while the total eddy current loss is only
about 0.7 mW.

2.3 Circuit-Field-Superconductor Coupled Model

In the past decades, the researchers in the applied superconductivity field have
developed a number of superconducting magnet (SM) models based on the
numerical and finite element algorithms to calculate and optimize the AC loss fea-
tures of the SM itself. Due to its relatively complex system topologies and control
strategies of a practical PCS, the most models [20] employed simple triangle or
trapezoid coil current waves, which are insufficient to match with the practical coil
current waves with high precision under dynamic energy exchange operations. On
the other side, the researchers in the electrical engineering field have developed a
number of PCS models, in which the SM is just utilized as an ideal lossless inductor
to evaluate the energy exchange performance for the external system [21, 22].

To have both the superconducting AC loss and energy exchange features inte-
grated in one model, this work proposes a new superconducting magnetic energy
exchange (SMEE) model based on a circuit-field-superconductor coupled method.
The PCS is simplified into an equivalent energy exchange circuit model for use in
the AC loss calculations, while the superconductor system provides a coil-current-
dependent SM model for use in the energy exchange performance evaluations.

The four main AC losses of the SM in a SMES device are simply calculated by
four coil-current-dependent formulas (8)–(11), while the real-time coil current is
equivalently obtained by solving the system current and voltage equations (1)–(7)
of the equivalent energy exchange circuit. Thus, the coil current can be served as an
intermediate link to bridge the applied superconductivity field with the electrical
engineering field.

The basic principle of the circuit-field-superconductor coupled analysis is shown
in Fig. 12. The SM is controlled to carry out the bi-directional energy exchanges
with the external system through the equivalent energy exchange circuit. These will

Fig. 12 Principle of
circuit-field-superconductor
coupled method
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cause the real-time changes of the coil current in the SM, and thus generate the
varying magnetic field around the SM. The changes of both the coil current and
magnetic field result in varying AC losses and thus diminish the stored magnetic
energy in the SM and its corresponding coil current.

Based on the circuit-field-superconductor coupled method, a new SMEE model
is built, as shown in Fig. 13 [19]. It mainly consists of one controllable voltage
source, one dummy load, one DC-link capacitor, one I-V chopper, one SM, and one
measurement and control unit. The dummy load corresponds to the combination of
the power-line resistor and power-load resistor in Fig. 4. The measurement and
control unit is used to implement the online state conversion of the I-V chopper
based on the power and voltage monitoring of the dummy load. In addition, an AC
loss monitoring module is also added to limit the total AC loss Pac within the
maximum cooling power Pmax in the practical refrigeration system. If the generated
AC losses exceed the upper limitation in any case, the operation state of the I-V
chopper should be converted into the energy storage state immediately to avoid the
quench of the SM.

The SMEE model has the potentials to evaluate the AC loss features under a
given energy exchange condition and to evaluate the energy exchange features with
a designed or developed SM prior to its practical application. The main input
parameters include: (i) Energy exchange parameters—U, Umin, Umax, Rline, Rload, C;
(ii) SM parameters—L, I0, Sm, Pm, a1, a2, b1, c1, d1, d2. The main output parameters
include: (i) Energy exchange parameters—UR(t), Tch, Tdis; (ii) SM parameters—
IL(t), Im(t), f(t), S(t), Ic(t), Phys(t), Pflow(t), Pcoup(t), Peddy(t), Pac(t). Tch, and Tdis are
the charging and discharging time durations from the initial coil current I0 to a
reference value.

2.4 Simulation Analysis

Based on the developed SMEE model, a Matlab/Simulink simulation model is built.
The energy exchange circuit is used to simulate the buffering effects for compen-
sating a voltage sag. The main simulation parameters are as follows: U = 300 V,

Power
source

Voltage
swell

Voltage
monitoring

Energy
discharge

Operation state 
conversion

Absorb power

Release power

SM

Voltage
sag

Rated
voltage

Energy
storage

Energy
charge

AC loss 
monitoring

Dummy
load

I-V
chopper

Measurement
& control unit

Fig. 13 Scheme of the SMEE model
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Umax = 202 V, Umin = 198 V, Rline = 5 Ω, Rload = 20/3 Ω, L = 0.2 H, I0 = 40 A,
and C = 10 mH. The power-load resistor Rload is assumed to converted from 10 to
20/3 Ω when the time t = 0 s, thus the real-time load voltage UR(t) will drop
gradually to about 171 V without SMES, as shown in Fig. 14a. It should be noticed
that the above DC voltage sag corresponds to an AC voltage sag from 200√2 × sin
(2πft) V to 171√2 × sin(2πft) V, as shown in the insertion of the Fig. 14a—red line
and purple line, respectively. f is the power frequency in the modern power systems,
e.g., 50 or 60 Hz.

In the case of the 0.2 H/40 A SMES is applied, the operation state of the I-V
chopper is converted between the energy discharge state and energy storage state to
discharge the shortfall power from the power-load resistor. Thus UR(t) is kept
within the voltage range from 198 to 202 V for 0.07 s, i.e., Tdis = 0.07 s. This
compensation time value is the same as that in the above equivalent AC voltage sag.

The four coil-current-dependent formulas are used to calculate the hysteresis
loss, flux flow loss, coupling current loss, and eddy current loss. The whole coil
current curve in Fig. 14b is equivalent to half a charge–discharge cycle with
f = 5.7 Hz and Idc = Im = 20 A. The calculated hysteresis loss Phys and its gener-
ated energy consumption Qhys are about 60.4 mW and 5.2 mJ, respectively.
Figure 15 shows the flux flow loss Pflow and its generated energy consumption
Qflow during the whole voltage sag compensation period. The generated energy
consumption Qflow value is about 3.2 mJ.
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Table 1 shows the simulation results for the coupling and eddy current loss
calculations. The coil current decreases gradually while the discharge time Tdis in
one energy discharge state increases for achieving the condition of
198 V ≤ UR(t) ≤ 202 V. During the 11 discharge–storage cycles in Fig. 14b, the
total energy consumption Qcoup from the coupling current loss and total energy
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Fig. 15 Simulated flux flow loss and energy consumption: a Pflow(t) versus t; b Qflow(t) versus t

Table 1 Simulation results for coupling and eddy current losses

IL(t) (A) Tdis (ms) S(t) (A/s) Pcoup (W) Peddy (W) Qcoup (mJ) Qeddy (mJ)

40.0 1.378 1000.82 2.395 0.208 3.302 0.288

38.6 1.444 1000.81 2.395 0.208 3.459 0.301

37.2 1.517 1000.80 2.395 0.208 3.635 0.317

35.6 1.613 1000.79 2.395 0.208 3.864 0.337

34.1 1.724 1000.79 2.395 0.208 4.130 0.360

32.2 1.873 1000.79 2.395 0.208 4.487 0.391

30.4 2.054 1000.79 2.395 0.208 4.922 0.429

28.2 2.341 1000.83 2.395 0.208 5.608 0.489

25.8 2.774 1000.90 2.396 0.208 6.648 0.579

23.0 3.605 1001.11 2.397 0.209 8.641 0.753

19.4 6.968 1002.69 2.404 0.209 16.755 1.460

12.4 12.555 986.85 2.329 0.203 29.243 2.547
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consumption Qeddy from the eddy current loss are 65.4 and 5.7 mJ, respectively. In
the following energy discharge period from 12.4 to 0 A, they are 29.2 and 2.5 mJ,
respectively.

2.5 Experimental Verification

Figure 16 shows the schematic diagram and overall experiment setup of the energy
exchange prototype [15–17, 23]. Four OptiMOS™ MOSFETs are introduced to
develop the bridge-type and conventional choppers, with the power lines among the
four MOSFETs formed by silvered copper bars. The MOSFET parameters are as
follows: drain-source breakdown voltage VDSmax = 30 V, turn-on resistance
Ron ≈ 0.65 mΩ. Thirty-two conductive polymer aluminum solid electrolytic
capacitors with ultra-low equivalent series resistance Resr ≈ 11 mΩ are connected
in parallel to serve as the DC-link capacitor. The power-line resistor Rline is com-
bined by three independent 0.5 Ω resistors. The power-load resistor Rload has three
parallel resistor branches of R2, R3, and R4. The available resistors in each branch
are one 1 Ω resistor and two 2 Ω resistors. Each branch can be connected or
disconnected to the power-line resistor by controlling its series-connected
MOSFET. The high-temperature superconducting (HTS) coil is a 0.2 H Bi-2223
solenoid coil immersed in liquid nitrogen (LN2). It consists of three solenoids in
series for reducing the internal connections. The HTS coil is connected to the
bridge-type chopper through two copper current leads. When the chopper is
operated in the storage state, the total lossy resistance in series with the HTS coil is
about 3.2 mΩ.

The main operation processes of the prototype are described as follows: (i) Close
S1, S3 and S5, the coil current IL(t) is firstly charged gradually to a pre-set initial
current value IL0. (ii) Open S1, and then close S2, the two choppers are operated in
the storage state. (iii) Open S5, and then close one, two or three branched MOSFETs
of S6–S8, the corresponding branched resistors are connected to the controllable
power source through the power-line resistor. (iv) Finally, a MCU MSP430 and
CPLD EPM240 joint measurement and control module is to implement the online
voltage monitoring of UR(t), and thus to change the next operation state of the
choppers accordingly.

In the experiment, the controllable power source U = 15 V is first applied to the
power-line resistor R1 = 0.5 Ω and two branched power-load resistors R2 =
R3 = 1 Ω. Each branched resistor is operated at its rated voltage Ur = 10 V.
Assuming that one branch and three branches of R2 = R3 = R4 = 1 Ω are connected
with the power-line resistor successively, a voltage swell status and a voltage sag
status will be appear accordingly. When the 0.2 H Bi-2223 coil is applied, it should
be controlled to absorb a mean surplus power Pswell = 100 W and to compensate a
mean shortfall power Pshort = 100 W, respectively. As shown in Fig. 17, a whole
100 W energy exchange cycle can be divided into four different segments.
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The first one is an incomplete absorption segment when IL(t) < 10 A, the two
choppers are operated in the charge state until UR(t) drops to 10 V. The second one
is a complete absorption segment when 10 A ≤ IL(t) ≤ 60 A, the two choppers are
operated in the charge storage mode to maintain UR(t) around 10 V. Once
IL(t) reaches its rated operation current ILr = 60 A, the third process enters into a
complete compensation segment. In this segment, the two choppers are operated in
the discharge–storage mode to maintain UR(t) around 10 V until IL(t) drops to
10 A. The fourth one is an incomplete compensation segment when IL(t) < 10 A,
the two choppers are operated in the discharge state to release a decreasing power.

(a)

(b)

Fig. 16 Developed SMES prototype: a schematic diagram; b experiment setup
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To evaluate the performance of SMES before its practical applications, the surplus
or shortfall power demands from the external system can be simply transformed
into the combinations of U and R1—R4. Thus the buffering effects of SMES for the
given power fluctuations could be obtained equivalently in the above four
segments.

Since the consumed power from the used OptiMOS™ MOSFETs is much lower
over their reverse diodes [18], the bridge-type chopper has shorter absorption time
Tabs and longer compensation time Tcom as compared to the conventional one. This
means that the bridge-type chopper has higher charge–discharge efficiency ηtotal,
which is defined by ηtotal = (Pswell × Tabs)/(Pshort × Tcom). From the measured
results of Fig. 17, the ηtotal values of the bridge-type and conventional choppers are
about 0.876 and 0.526, respectively. Therefore, the bridge-type chopper is more
suitable to apply in the low-voltage end-user applications for high-efficiency SMES
operations. Figure 18a shows the measured and calculated results of ηtotal versus
IL0. In the 100 W energy exchange cycle, IL(t) increases from IL0 to 60 A, and then
decreases from 60 A to IL0. It can be seen that ηtotal decreases along with the
increment of IL0. This is because the consumed power from the MOSFETs is in
direct proportion to the square of the coil current. Figure 18b shows the measured
and calculated results of ηtotal versus Pref. Pref is assumed to be equal to both the
Pswell and Pshort. It can be seen that ηtotal increases with a reduced rising slope as Pref

increases.
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Besides the independent charge and discharge tests, the prototype can also be
used to carry out multicycle energy exchange tests to simulate a variety of appli-
cation conditions. Figure 19a, b shows the measured results of UR(t) and
IL(t) during five charge–discharge cycles. The 0.2 H Bi-2223 coil is applied to
absorb a mean surplus power Pswell = 100 W during the first half cycle, and then to
compensate a mean shortfall power Pshort = 100 W during the residual half cycle.

Due to the energy consumptions from the conduction losses of the MOSFETs
and magnetization loss of the Bi-2223 coil itself, IL(t) decreases continuously after
each charge–discharge cycle. From Fig. 19b, IL(t) at the ends of the first cycle to
fifth cycle are reduced to 24.78, 19.66, 13.69, 5.74, and 0.21 A, respectively. It is
noticed that an incomplete compensation segment and an incomplete absorption
segment appear successively within the time range from about 19.91 to 20.09 s.
The corresponding lowest and highest offset voltage values are about 9.41 and
10.72 V, respectively.

Figure 19c, d shows the total AC loss Pmag(t) and energy consumption Qmag(t).
The calculated root-mean-square (RMS) values from the first cycle to fifth cycle are
1.21, 0.78, 0.52, 0.36, and 0.26 W, respectively. The corresponding Qmag(t) values
are 6.02, 9.92, 12.53, 14.35, and 15.66 J, respectively.
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3 SMES-Based Microphotovoltaic Grid

3.1 Principle and System Description

Due to the energy intermittency from the photovoltaic power plants, various energy
storage systems are utilized to allow increased power capacity and stability. As
compared to other energy storage schemes, emerging SMES technique is signifi-
cantly highlighted for fast speed response and high power density. A number of
SMES devices and systems have been studied and verified to apply in the modern
power systems with or without the penetrations of the photovoltaic power plants
[11–14, 24–26].

In addition, superconducting cables (SCs) are with the advantages of high
transport current capability, no resistive loss and compact system, therefore
high-power and high-efficiency transmissions for delivering the electric power
directly from distant photovoltaic power plants to local power consumers can be
achieved [27–29]. Besides the high-capacity electricity transmission, the SC can
also serve as a self-acting fault current limiter for its power system auto protection
because its resistance characteristic is similar to that in a resistive-type supercon-
ducting fault current limiter. Based on the self-acting fault-current-limiting
(FCL) feature, the so-called FCL SC can achieve favorable grounding fault cur-
rent limitation effect; meanwhile, it also has the significant potential to enhance the
fault ride-through (FRT) capability of all the in-grid photovoltaic power plants.

To integrate the self-acting FCL feature from the FCL SC and the fast-response
grid voltage protection feature from the SMES in one power system, this work
proposes a novel low-voltage direct-current (LVDC) micro photovoltaic grid by
applying multiple FCL SCs and SMES devices [30, 31]. The concept to form the
novel LVDC microphotovoltaic grid is to implement the hybrid energy transfer of
the hydrogen and electricity. As shown in Fig. 20, the most generated electricity
from the photovoltaic power plants and utility grid supplies the distant power loads,
while the surplus electricity produces the LH2 by using water electrolyzers and
liquefying devices. For the SC system, a main FCL SC is used to transfer the
electricity to local residential and industrial areas, while multiple branch FCL SCs
are used to distribute the electricity to various distributed loads.

For the SMES system, it can be divided into three different types: (i) The first
type connected with the photovoltaic power plants is used to locally compensate the
transient output power and voltage fluctuations; (ii) The second type connected with
the AC loads, DC loads, and electric vehicles (EVs) is used to serve as fast-response
uninterruptible power supplies (UPSs) for improving the local power quality;
(iii) The third type connected with the bus line between the main FCL SC and
multiple branch FCL SCs is used to bridge the photovoltaic power plants with
various distributed loads, and thus to buffer the power and voltage fluctuations from
the photovoltaic power plants and to compensate the load fluctuations from the
distributed loads.
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As an alternative cooling method, the LH2 transferred can not only be used to
provide hydrogen energy for the fuel cells (FCs) and FC vehicles (FCVs), but also
can be used as the refrigeration fluid for cooling the FCL SC and SMES systems. In
addition to supply the off-grid AC and DC loads, the generated electricity from the
FCs can also provide demanded power feedback to the LVDC network.

3.2 Simulation Model and Implementation

To evaluate the performance of the integrated FCL SC and SMES systems during a
grounding fault, a simulation model is built in Simulink, as shown in Fig. 21.
A controllable voltage source (CVS) is used to simulate the electricity from the
photovoltaic power plants. One 200-V/100-kA/20-MW main FCL SC and five
200-V/20-kA/4-MW branch FCL SCs is used to form the FCL SC model system.
Five 200-V/20-kA/4-MW resistive loads from load 1 to load 5 are used to simulate
the distributed loads located in the terminals from the branch FCL SC 1 to branch
FCL SC 5. One second-type 0.06-H/15.5-kA/7.2-MJ SMES A is installed near the
bus line between the main FCL SC and branch FCL SCs, while one third-type
0.06-H/15.5-kA/7.2-MJ SMES B is installed near the critical load 1.

The PI section line block is adopted to build an approximate SC circuit model, as
shown in Fig. 22. It mainly consists of one distributed inductor with its inductance
of L, two distributed capacitors with their capacitances of C/2, and one equivalent
lossy resistor with its resistance of R(t). The cable inductance and cable capacitance

Fig. 20 Sketch of the LVDC micro photovoltaic grid
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per unit length are 2 mH/km and 8.6 pF/km as standard, respectively. The total
lengths of the main cable and each branch cable are 10 and 1 km, respectively.

The lossy resistance characteristic of the SC is similar to the resistive-type
superconducting fault current limiter [32]: (i) When the grounding fault current
Ifault(t) exceeds the critical current Ic of the SC, a quench state starts, and thus
R(t) increases exponentially to a maximum value of Rm, i.e., R(t) = Rm × [1 −
exp(−t/τ1)]; (ii) Subsequently when the grounding fault disappears, a recovery state
starts, and thus R(t) decreases exponentially to zero, i.e., R(t) = Rm × exp(−t/τ2). τ1
and τ2 are the time constants of the quench period and recovery period, respectively.
The dynamic changes of R(t) ensures the self-acting FCL feature of the SC.

The SMES system is divided into twenty SMES units in parallel, with each unit
consists of one 1.2-H/775-A/360-kJ SMES coil unit [33] and one bridge-type
chopper unit [15–18], as shown in Fig. 23. The bridge-type chopper is formed by
four MOSFETs S1-S4 and two diodes D2, D4. As compared to the conventional
chopper formed by two MOSFETs S1, S3 and two diodes D2, D4, the bridge-type
one has higher energy utilization efficiency in the LVDC network. To further

Fig. 21 Simulation model of the LVDC micro photovoltaic grid

Fig. 22 FCL SC circuit model
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improve the efficiency, cryogenic MOSFET units cooled by the low-temperature
gas hydrogen from the SMES Dewar are the available options. As for the SMES
control, all the operation states are digitalized as “S1S2S3S4” by defining the turn-on
or turn-off status of a MOSFET as “1” or “0”. The charge–storage operation mode
(“1010” → “0010” → “0110” → “0010” → “1010”) and the discharge–storage
operation mode (“0101” → “0100” → “0110” → “0100” → “0101”) correspond
to the control schemes for the power absorption and compensation operations,
respectively.

3.3 SMES Coil Design

To further improve the allowable coil critical current in a solenoidal SMES coil, the
simplest method is to adopt two or more parallel pancake coils which served as one
coil unit located at two coil ends. However, it needs more tape usage and higher
capital cost. A number of feasible optimization methods such as electromagnetic
field analyses, simulated annealing algorithm, adaptive genetic algorithm, contin-
uum sensitivity approach, sequential quadratic programming approach are conse-
quently studied for structural optimizations. Among the most literatures related to
the coil optimizations, they are aiming to achieve a maximum energy storage
capacity with a determined tape usage, or achieve a reference energy storage
capacity with a minimum tape usage. For instance, Noguchi et al. [34, 35] propose a
steps-shaped cross-sectional shape having several stepped coil units to reduce about
24 % in tape usage. By considering the ratio between the critical current and tape
usage in the mentioned optimization methods above, the step-shaped shape has a
maximum value. Therefore, it is preferable to achieve a very high critical current
with a determined tape usage, and thus used to carry out the conceptual design of
the 0.06-H/15.5-kA/7.2-MJ SMES coil in the proposed LVDC micro photovoltaic
grid.

The designed coil assembly has 20 1.2-H/775-A/360-kJ solenoidal units in
parallel, as shown in Table 2. Each unit is connected to the bus line between the
main cable and five branch cables through one bridge-type chopper unit. Critical

Fig. 23 SMES circuit model
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current (kA) distributions of the rectangular-shaped coil and the step-shaped coil are
shown in Fig. 25 [30, 31]. Benefited from the reduced perpendicular magnetic
fields located at two coil ends, the critical current and tape usage requirement of the
step-shaped coil are about 1.4 times and 0.6 times of those of the rectangular-
shaped coil.

The 1.2 H step-shaped coil can be divided into two axisymmetric left and right
parts. Each part consists of five stepped coil units with each unit having five disks,
as shown in Fig. 24. The average width w and average thickness t of the used
DI-BSCCO tapes are 4.5 and 0.3 mm, respectively. Two stacked tapes are used to
wind the coil so as to achieve a high critical current of 880 A at 20 K. The gap
between two adjacent turns in the same disk is 0.1 mm. The gap between two
adjacent disks is 2 mm. From the right to left of the 50 coil layers, they are defined
as Ndisk = 1, Ndisk = 2, …, Ndisk = 50, respectively. Table 3 summarizes the coil
turns N, inner radius rinner, outer radius router, height h, and tape usage Stape of the
five stepped coil units.

Table 2 Specifications of the magnet assembly and coil units

Items Coil unit Magnet assembly

Inductance 1.2 H 0.06 H

Critical current 880 A 17.6 kA

Rated current 775 A 15.5 kA

Rated energy 360 kJ 7.2 MJ

Rated power 150 kW 3 MW

Rated voltage 200 V 200 V

(b)

(a)

628A

880A

Fig. 24 Critical current (kA) distributions of a rectangular-shaped coil and b step-shaped coil

Table 3 Specifications of the 1.2 H SMES coil

Ndisk N rinner (mm) router (mm) h (mm) Stape (m)

1–5 10 278 285 32.5 168.2

6–10 20 271 285 32.5 336.3

11–15 30 264 285 32.5 504.5

16–20 40 257 285 32.5 672.7

20–25 50 250 285 32.5 840.9
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3.4 Performance Evaluation

In the simulations, the three 200-V/10-kA/2-MW resistive loads are connected or
disconnected to the cable terminal by controlling the three series-connected
breakers. Three operation states of the connected resistive load(s) are consequently
achieved: (i) When one of the three breakers closes, the connected resistive load is
operated in a power swell state; (ii) When two of the three breakers close, the
connected resistive loads are operated in a rated power state; and (iii) When all the
three breakers close, the connected resistive loads are operated in a power sag state.

Figure 25 shows the simulated load voltage Uload(t) during the power sag period
from 0.5 to 3 s. If the SMES system is not applied, the load voltage Uload(t) will
decrease rapidly to about 183.8 V at 1.5 s and then increase gradually. At the time
t = 3 s when two of the three breakers close, Uload(t) increases exponentially to
about 203.3 V at 3.8 s. In the case of the SMES system is applied, the twenty
bridge-type chopper units are operated in the discharge–storage mode to compensate
the shortfall power from the bus line. As a result, Uload(t) is maintained around its
rated voltage with a maximum voltage ripple of about 198.8 V at 3 s. Accordingly,
the coil current IL(t) decreases to about 9.8 kA at 3 s, as shown in Fig. 26.

Figure 27 shows the simulated load voltage Uload(t) during the power swell
period from 0.5 to 3 s. If the SMES system is not applied, the load voltage
Uload(t) will increase rapidly to about 218.3 V at 1.6 s and then decrease gradually.
At the time t = 3 s when two of the three breakers close, Uload(t) decreases expo-
nentially to about 196.1 V at 6 s. In the case of the SMES system is applied, the 20
bridge-type chopper units are operated in the charge-storage mode to absorb the
surplus power from the bus line. As a result, Uload(t) is maintained around its rated
voltage with a maximum voltage ripple of about 201.4 V at 2 s. Accordingly, the
coil current IL(t) increases to about 15.6 kA at 3 s, as shown in Fig. 26. Therefore,
the SMES system can protect the load voltage effectively under both power sag and
power swell conditions.

To evaluate the fault current limitation (FCL) characteristic of the supercon-
ducting cable, an additional breaker is used to simulate a short-circuit fault in the
branch cable 5. In the simulations, the cable inductance and cable capacitance per
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unit length are set as 2 mH/km and 8.6 pF/km, respectively. The total lengths of the
main cable and each branch cable are set as 10 and 1 km, respectively. From the
simulation results and analyses under a short-circuit fault condition, the DC SC
having the self-acting FCL characteristic can simultaneously protect the load
voltage and current of the adjacent branch cables, but there are still unavoidable
load voltage and current drops after the fault occurrence. This is because the
quenching degree becomes increasingly serious as the fault current rises, and thus
the resulting superconducting resistance increases exponentially from zero to a
maximum value along with the quenching time.

To achieve a better protection effect, the SMES is applied to cooperate with the
DC SC. The basic cooperative operation principle of the FCL SC and SMES is
shown in Fig. 28. The FCL SC branch 5, SMES A and SMES B are equivalent to
one fault-current-dependent increased voltage source Usc and two load-voltage-
dependent decreased current sources (IA, IB), respectively. Two load-voltage-
dependent switches (SA, SB) are closed to switch on the SMES A and SMES B
when the bus voltage Ubus and load voltage Uload are lower than their rated values.
Thus, the increased Usc offsets the line voltage to limit the fault current through the
FCL SC branch 5, while the discharging currents from the SMES A and SMES B
prevent the voltage and current drops across the adjacent branch FCL SCs.
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To further enhance the FRT capability of the in-grid photovoltaic power plants,
the SMES A is applied to cooperate with the FCL SC. As shown in Fig. 29a, b, the
fault current is significantly limited due to the self-acting FCL resistance R(t), and
thus the load voltage Uload(t) remains around 200 V from 0.5 to 1 s. This means
that the grounding fault has virtually no impact on the adjacent FCL SC branches if
the fault time duration is less than 0.5 s. However, if other energy storage systems
such as electrochemical cells are applied, their slow start-up time will cause rela-
tively obvious load voltage drop after 0.5 s. From the green line in Fig. 29a, when
the start-up time is 25, 50, and 100 ms, the corresponding load voltage reduces to
about 198.3, 196.8, and 193.7 V. From 1 to 3 s, Uload(t) drops gradually to a
minimum value of 180 V and then remains nearly unchanged. Accordingly, the coil
current IA(t) in Fig. 29c decreases to about 8.6 kA at 3 s and then remains
unchanged. As compared to the load voltage curve with the FCL function only, the
load voltage reduction decreases from 20 to about 10 %.

When the time t = 3 s, the grounding fault removes. The FCL SC branch 5 is
still operated in the quench state until Ifault(t) decreases to 30 kA at about 3.15 s.
After that, a recovery state starts, and R(t) decreases exponentially to zero. Due to
the high transient current through the FCL SC branch 5, Uload(t) increases rapidly to
a maximum value and then decreases to 200 V. With the SMES A, the maximum
load voltage after the fault disappearance drops from 210 to about 205 V, and the
voltage recovery time reduces from 27 to about 22 s. Therefore, the SMES A has a
positive effect on grid voltage stability and enhances the FRT capability.

Although 10 % reduction in the load voltage with the cooperative operation of
the FCL SC and SMES A is enough to achieve the practical FRT of the in-grid
photovoltaic power plants, it is not allowed by the critical load 1 located in the
terminal of the branch FCL SC 1. To obtain a longer voltage protection time
duration, the SMES B installed near the critical load 1 should be applied after the
time t = 1 s. As shown in Fig. 30a, the load voltage Uload1(t) through the FCL SC
branch 1 can further maintain around 200 V for about 4 s. Due to the existence of
an inevitable control system time delay including a sampling time of the load
voltage, a computing time of the digital control system, and an on-off implementing
time of the MOSFETs, the practical control signals for the SMES charge–discharge
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operation lag behind the changes of the load voltage. This will result in some
undesired voltage overshoots accordingly. In addition, with the cooperative oper-
ation of the SMES A and SMES B, the minimum load voltage Uload2(t) through the
FCL SC branch 2 increases from 180 to about 184 V. Accordingly, the coil currents
IA(t) and IB(t) decreases to 2.3 and 9.5 kA at 5 s, as shown in Fig. 30b.
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4 Summary and Application Prospect

In most smart grid plans integrated with photovoltaic power plants, one of the most
principal development goals is to intelligently supply the highly customizable
electricity with high quality and reliability. Due to the rapid load fluctuations from
the power end-users and intermittent power fluctuations from the photovoltaic
power plants, various ESSs are expected to integrate into the power generation,
transmission, distribution, and utilization systems to achieve a good supply–de-
mand balance. They are controlled to absorb the surplus electricity when a power
swell occurs, and to release the shortfall electricity when a power sag occurs. The
overview and application analyses of the current SMES technology conclude that
SMES with the outstanding advantages of fast response speed, high power density,
and high storage efficiency has the significant potentials to combine with, even
replace other conventional ESSs in the modern power system and future smart grid.
It can be well expected that the future SMES devices are not only essential to
improve the power quality with small-scale or medium-scale energy storage
capacity but also ensure the daily load leveling and overall reliability of the power
systems with large-scale energy storage capacity.

The main SMES application schemes and their basic functions are as follows:
(i) SMES devices installed near the large-scale centralized generators (CGs) are
used to balance the output power and to achieve daily load leveling; (ii) SMES
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devices installed in the transmission lines (TLs) are used to form FACTS devices
for compensating the load fluctuations and maintaining the grid frequency stability;
(iii) SMES devices installed in the distribution lines (DLs) are used to form
DFACTS devices for improving the power quality; (iv) SMES devices installed
near the distributed generators (DGs) are used to reduce the impacts from the
intermittent renewable energy sources so as to facilitate the grid integration; and
(v) SMES devices installed near the power end-users are used to form SMES-based
UPSs for protecting the critical loads. In the above five application schemes, a
number of SMES devices are distributed in the multiarea interconnected networks
with the same voltage level on the one hand, on the other hand, they are also
distributed in the multivoltage-level interconnected networks including the CGs,
TLs, DLs, DGs, and end-users. Therefore, SMES devices in future smart grid
integrated with photovoltaic power plants are expected to intelligently handle with
the external power exchange demands through the joint efforts with each other.

Besides the sole SMES scheme with full energy storage scale, three feasible
application schemes of SMES should also be considered. The sole SMES scheme
has one advantage of high storage efficiency for large-scale energy storage, while it
has two advantages of fast response speed and high power density for small-scale
energy storage. But both the large-scale and small-scale SMES devices are suffered
from high capital cost as compared to other commercial ESSs with the same
capacity. The SMES-based hybrid energy storage system (HESS) scheme reduces
the required energy storage capacity of SMES, but the practical system topologies
and relevant control strategies of HESS are more complex over the sole SMES. The
distributed SMES (DSMES) scheme has two advantages of high mobility and high
expandability because the DSMES units in the trucks are easy to install in arbitrary
locations once they arrive on site. To achieve efficient stability and reliability of the
whole power system, various distributed HESS (DHESS) units with different
energy storage capacities and power ratings should be installed in the power gen-
eration, transmission, distribution, and utilization systems. The novel concept of
SMES-based HESS scheme utilizes various energy storage technologies efficiently
and thus enhances the flexibility and economy of SMES greatly in future photo-
voltaic power plants. With the rapid development and research of superconducting
materials and superconducting power applications, emerging SMES systems and
devices have promising potentials to replace or cooperate with other commercial
energy storage systems on the one hand; on the other hand, they are also well
expected to integrate with other superconducting power devices such as super-
conducting generator, superconducting cable, superconducting transformer, and
superconducting fault current limiter, with essential aims to develop various
high-performance, high-efficiency, and high-economy photovoltaic power plants in
future smart grid.
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Recycling of Solar Cell Materials
at the End of Life

Teng-Yu Wang

Abstract Although solar energy is a green energy, it can produce a significant
amount of waste. Some types of solar cells use rare elements or precious metals as
the component material. Therefore, the recycling of PV modules is necessary for
environmental and economic purposes. The recycling process for PV modules
includes chemical and physical treatment methods, which have been successfully
used in other recycling industries, such as electronics or hardware recycling. The
use of these mature technologies can decompose and recycle PV module materials.
There are still some differences between PV module recycling and electronic
recycling. A solar cell module contains several encapsulating plastic materials, such
as ethylene vinyl acetate (EVA) and polyvinyl fluoride (PVF). In recycling pro-
grams, removing the plastic materials is the first step. In this chapter, several types
of recycling processes are introduced, which correspond to different types of PV
modules. These methods have been validated and successfully implemented in PV
module recycling plants.

Keywords Recycle � Silicon � Cadmium telluride � Gallium arsenide � Copper
indium gallium selenide � PV module

1 Introduction

Solar energy is a green technology. Solar cells can convert the sunlight into elec-
tricity with a conversion efficiency of approximately 10–40 %, depending on their
type. With the rapid growth of the PV industry, its production scale has increased
every year. In 2014, the global solar PV installations increased by 21 % to reach
45 GW from 37 GW in 2013 [1]; the majority of these were silicon-wafer-based
solar cells. However, with the growth of the PV industry, the associated
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environmental problems have become a concern. PV modules are designed to
generate clean, renewable energy, and to have a long lifetime of over 25 years.
Therefore, the waste from end-of-life modules and PV scrap is expected to sub-
stantially increase in 25 years, [2]. Figures 1 and 2 show the global PV annual
installation and cumulative installation rates [3]; the projected waste is based on
calculations. At the beginning of the twenty-first century, the number of global PV
installations was low. After 2007, it exhibited a rapid growth and has sharply
increased every year. Assuming crystalline silicon solar modules as the calculation
reference, a 250 W PV module weighing 20 kg will contribute 0.8 kg waste per

Fig. 1 Solar PV global annual installations and projected waste

Fig. 2 Solar PV global cumulative installations and projected waste
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Watt. Consequently, 80 metric tons of PV waste will be produced from 1 MW of
end-of-life PV modules. Because the lifetime of a PV module is 25 years, large
amounts of PV waste will begin to appear from 2023. The PV waste will increase
from 20,000 metric tons to 3.6 million metric tons in 10 years. Therefore, the
establishment and implementation of a recovery process for PV module waste is
imperative.

This chapter is organized as follows: the lifetime and the degradation model of a
PV module are presented in Sect. 2. Section 3 describes the composition of dif-
ferent types of PV modules. The recycling processes for the different types of PV
modules are presented in Sect. 4. The benefits of PV module recycling are sum-
marized in Sect. 5. Finally, the chapter is concluded in Sect. 6.

2 Lifetime of PV Cells

One of the advantages of PV modules is their long lifetime. All PV manufacturers
claim that their products have 25 years of warranted long-term power-output. Two
factors determine the lifetime of a PV module: reliability and durability. The reli-
ability indicates whether the product is prone to premature failure. The durability
determines its slow degradation until the output power of the solar module is below
the acceptable limits. The reliability and lifetime of a PV module depend on its
degradation modes. There are four factors affecting the degradation of a PV

Fig. 3 Degradation of PV modules: a corrosion, b discoloration, c delamination, d breakage and
cracking [5–8]
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module: irradiation, temperature, humidity, and mechanical shock [4]. Each of these
factors induces PV module degradation. There are several types of degradation:
corrosion, discoloration, delamination, and breakage (Fig. 3) [5–8]. Figure 4 shows
the relations between the degradation factors and the degradation model.

2.1 Corrosion of PV Modules

The main factors that cause corrosion are humidity and temperature. Under high
temperature and high humidity, the permeability of the back sheet of a PV module
increases. Moisture enters the module from its edge and causes corrosion; it attacks
the metal materials inside the PV module and sometimes degrades the adhesion
materials between the solar cells and the contact metal. The corrosion increases the
leakage current and induces the degradation of the PV module. Besides moisture,
oxygen causes the corrosion of silicon junctions.

2.2 Discoloration of PV Modules

The main factor that causes discoloration is irradiation. In PV modules, discol-
oration is predominantly induced by UV rays. The most commonly used encap-
sulating material for PV modules is ethylene vinyl acetate (EVA). UV rays cause
the degradation of EVA and change its color from transparent to yellow, even to
brown. The discoloration of the encapsulating materials increases the optical
transmission loss and induces performance loss of the PV module.

2.3 Delamination of PV Modules

The main factors that cause delamination are humidity, temperature, and irradiation.
Under high temperature and high humidity, the moisture that penetrates into the PV
module causes corrosion of the metal materials. The corrosion sometimes induces
delamination between the solar cells and the encapsulating polymer. The irradiation
causes the deterioration of the EVA. The adhesion loss between the solar cells and the
front glass or the encapsulating polymer materials changes the optical transmission of
the PV module and the optical loss reduces the performance of the PV module.

2.4 Breakage and Cracking of PV Modules

Breakage is predominantly caused by mechanical shock. The breakage of the front
glass changes the optical transmission and causes optical loss. Furthermore, the
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performance of the PV module is reduced by cracking of the solar cells. Sometimes,
cracked solar cells cause short circuits. Corrosion, discoloration, and delamination
usually follow the breakage and cracking of the PV module.

3 Composition of PV Modules

The main components of a PV module are solar cells. Based on the application,
different types of solar cells are selected to compose the PV module. Solar cells can
be divided into three types: silicon-based, compound, and organic. Figure 5 shows
the classification of solar cells. 90 % of commercial PV modules are fabricated with
silicon-based solar cells, including single-crystalline and multi-crystalline silicon
solar cells, because of their low cost and the availability of mature industry tech-
nology. The HIT (heterojunction with intrinsic thin layer) solar cell has high energy
conversion efficiency. However, its market share is only 2.3 % because of its high
product technique. The electronic performance of the silicon thin-film (amorphous
silicon or microcrystalline silicon) solar cell is lower than that of crystalline silicon
solar cells. Therefore, it is not commonly used in large-scale applications, such as
electric power plants, but it is suitable for rooftop and small-device applications. The
other 7 % of PV modules in the market are cadmium telluride (CdTe) and copper
indium gallium selenide (CIGS) modules. The III–V solar cell has very high energy
conversion efficiency and is used for concentrator photovoltaic (CPV) applications
(Table 1).

Fig. 4 PV module performance degradation pathways [4]
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3.1 Crystalline Silicon PV Modules

The several types of crystalline silicon PV modules have similar structures; their
only difference is the structure of the component solar cells. There are several types
of crystalline silicon solar cells: commercial solar cells, selective-emitter (SE) solar
cells, metal-wrap-through (MWT) solar cells, interdigitated back-contact
(IBC) solar cells, bifacial solar cells, and passivated-emitter rear cells (PERC)
[10]. The commercial solar cell is a simple p-n junction with an antireflection layer
and a metal contact layer. The SE solar cell has an additional n+ region under the
front metal contact, which can reduce the contact resistance of the front electrode.
A laser hole through the MWT solar cell replaces the front bus bar, which can
increase the area of light absorption. The metal electrode of the IBC solar cell is
only on the rear-side surface and there is no shading on the front surface. The
bifacial solar cell allows the absorption of light entering from the front and back
sides. The PERC solar cell is the evolved form of an SE cell with better surface
passivation. The local back contact and passivation layer on the rear side can also
enhance the solar cell efficiency. Figure 6 shows the structures of the different solar
cell types. All solar cell types can be fabricated with single-crystalline or
multi-crystalline silicon wafers.

After fabrication, all PV modules have similar appearances. Figure 7 shows the
structure of a PV module. The illuminated side is a transparent glass. The solar cells

Fig. 5 Classification of solar cells

Table 1 The market share
of PV module [9]

PV type Production (GWp) Market share (%)

Single-crystalline Si 13 33.6

Multi-crystalline Si 21.3 55

HIT 0.9 2.3

Amorphous Si 0.8 2.1

CdTe 1.9 4.9

CIGS 0.8 2.1
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are connected by a ribbon and encapsulated in EVA. The rear side of the PV
module is a back sheet made of plastic material. The PV module is enclosed in an
aluminum frame. Each module has a junction box behind the module. Table 2
shows the main components of a crystalline silicon PV module. Most of the weight
is contributed by the glass layer. The weight contribution of the solar cells con-
tained in the module is approximately 3 wt%. For commercial silicon PV modules,
the thickness of the glass plate is 3.2 mm.

The distinction between the different types of crystalline silicon PV modules is
the way in which the solar cells are connected. Figure 8 shows the structure of
different PV module types. If the solar cells have only a back contact, such as MWT
or IBC, the ribbon is in contact only with the rear side of the solar cells. For the
bifacial PV module, a transparent back sheet is used. Otherwise, a second glass
plate is used as the back sheet. However, the total weight of the PV module
increases to 60 wt% when two glass plates are used.

Fig. 6 Structure of silicon solar cells: a commercial solar cell, b SE solar cell, c MWT solar cell,
d IBC solar cell, e bifacial solar cell, f PERC solar cell

Fig. 7 Structure of
commercial silicon PV
modules
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3.2 Noncrystalline Silicon PV Modules

Compared to the crystalline silicon PV module, the silicon thin-film PV module has
a simpler structure. However, the energy conversion efficiency of a silicon thin-film
solar cell is lower than that of a crystalline silicon solar cell. Furthermore, most of
the companies that produced silicon thin-film solar cells are terminated; only one
company, Kaneka Corp. Japan, is still operating. Figure 9 shows the structure of the

Table 2 The components of a crystalline silicon PV module

Components 6 × 10 cells module 6 × 12 cells module

Weight (kg) Ratio (wt%) Weight (kg) Ratio (wt%)

Glass plate 12.8 67.4 15.4 68.4

Solar cell 0.6 3.1 0.7 3.1

Ribbon 0.2 1.0 0.3 1.3

EVA 1.4 7.4 1.7 7.6

Back sheet 0.7 3.7 0.8 3.6

Junction box 0.3 1.6 0.3 1.3

Aluminum frame 3.0 15.8 3.3 14.7

Total 19 100 22.5 100

Example: XS-60 and XS-72 PV module (Motech Ind.)

Fig. 8 Structure of PV modules with different solar cell types: a rear-contact solar cells, b bifacial
solar cells

Fig. 9 Structure of a silicon
thin-film PV module
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Hybrid PV panel, fabricated by Kaneka Corp. [11]. The solar cell is constructed by
depositing an amorphous silicon layer and a microcrystalline silicon layer directly
on the glass layer. The front electron is gathered by the transparent conducting
oxide (TCO) layer. The rear contact metal is fabricated by chemical vapor depo-
sition (CVD) with laser patterning. Because the hybrid module can be integrated by
laser scribing, no ribbon is needed. The rear side is protected by the EVA and the
back sheet. The temperature during the fabricating process is below 350 °C.
Table 3 shows the components of the silicon thin-film PV module fabricated by
Kaneka Corp. Because the solar cell is positioned directly on the glass plate, only
one EVA sheet is needed for the encapsulation process. The thickness of the solar
cell is only 2 μm and the glass plate contributes most of the weight to the PV
module. In this case, the thickness of the glass plate is 5 mm. Table 4 provides a list
of PV power plants installed by Kaneka Corp. worldwide. There are still several PV
power plants in operation.

The HIT PV module is similar to the crystalline silicon PV module. The HIT
solar cell is fabricated from a crystalline silicon wafer using thin-film processing
and equipment [12]. Because there is an intrinsic amorphous silicon layer between
the emitter and the base silicon, the temperature tolerance of the HIT solar cell is
limited to less than 300 °C. The encapsulation method is the same as that used for

Table 3 The components
of a silicon thin-film
PV module

Components Quantities

Weight (kg) Ratio (wt%)

Glass plate 14.5 79.3

Solar cell *0.005 *0

EVA 0.5 2.7

Back sheet 0.5 2.7

Junction box 0.3 1.6

Aluminum frame 2.5 13.7

Total 18.3 100

Example: Hybrid PV panel (Kaneka Corp.)

Table 4 The PV power
installations constructed
by Kaneka Corp.

Country Location Capacity (MW)

USA Santee, San Diego 0.862

USA Richmond, California 0.09

USA Davis, California 0.06

Bulgaria Paunovo, Ihtiman Municipality 1

Spain Valencia 4

Germany Haunsfeld 1.67

Germany Solar Park Kleinleitzkau 1.5

Germany Morbach 1.07

UK Birmingham 0.102

Czech Vrany, Kladno 1.4
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crystalline silicon PV modules. The illuminated side is a transparent glass. The solar
cells are connected by a ribbon and encapsulated in EVA. The rear side of the PV
module is a back sheet made of plastic material. The PV module is enclosed in an
aluminum frame. Each module has a junction box on its back side. Table 5 shows
the components of the HIT PV module. The HIT solar cell has a bifacial structure; a
back sheet with good reflection is used to increase the module efficiency when the
product is a mono-facial module. For the construction of a bifacial module, two
glass plates are used.

3.3 CdTe PV Modules

The CdTe PV module is fabricating by thin-film processing. Figure 10 shows the
structure of the CdTe PV module [13]. First, the TCO layer (SnO2) is deposited on
the substrate glass. The emitter (CdS) and absorber layers (CdTe) are deposited on

Table 5 The components
of HIT PV module

Components Quantities

Weight (kg) Ratio (wt%)

Glass plate 10.0 66.7

Solar cell 0.2 1.3

Ribbon 0.3 2.0

EVA 1.1 7.3

Back sheet 0.5 3.3

Junction box 0.3 2.0

Aluminum frame 2.6 17.3

Total 15 100

Example: HIT PV panel (Panasonic Corp.)

Fig. 10 Structure of the
CdTe PV module
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the TCO layer by a CVD process. The thickness of CdS and CdTe is 0.1 and 5 μm,
respectively. The back electrode is deposited by a sputter process. Because the
CdTe module can be integrated by laser scribing, no ribbon is needed. After solar
cell fabrication, the rear side is encapsulated in EVA and another glass plate.
Table 6 shows the main components of a CdTe PV module. Because the CdTe PV
module is a bifacial module and does not have an aluminum frame, 94 wt% of the
module weight corresponds to the glass plate whereas the solar cells only contribute
0.2 wt%.

First Solar Inc. is a typical company that produces CdTe PV modules. Table 7
presents a list of PV power installations constructed by First Solar Inc. The biggest

Table 6 The components
of the CdTe PV module

Components Quantities

Weight (kg) Ratio (wt%)

Glass plate 11.3 94.0

Solar cell *0.03 0.2

EVA 0.4 3.3

Junction box 0.3 2.5

Total 12 100

Example: Series 4TM PV module (First Solar Inc.)

Table 7 The PV power installations constructed by First Solar Inc.

Country Location Capacity (MW)

USA San Luis Obispo County, California 550a

USA Riverside County, California 550a

USA Yuma County, Arizona 290

USA Monterey County, California 280a

USA Moapa, Nevada 250a

USA Los Angeles, California 230a

USA Boulder City, Nevada 58

USA Tuson, Arizona 25

USA Blythe, California 21

Canada Ontario 80

Chile Copiapó 141

Japan Kitakyushu City 1.3

Germany Templin, Brandenburg 128

Germany Leipzig 40

Germany Lieberose Photoviltaic Park 53

Germany Trier 8.4

Israel Ramat Hovav 37.5

United Arab Emirates Seih Al Dahal, Dubai 13

Australia Geraldton 10

Australia New South Wales 159a

aUnder construction
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CdTe PV power plate has 290 MW capacity and is located in Arizona, USA. Until
2015, more than 10 GW of PV power was installed by First Solar Inc. and some
solar power plants are still under construction. The market share of CdTe modules
has been approximately 5 % in recent years.

3.4 III–V PV Modules

The III–V solar cells hold the world record for the highest efficiency; however, the
materials used for constructing III–V solar cells are usually expensive. Therefore,
III–V solar cells were only used in space applications in the past. Until the con-
centrator solar cell represent the cost of III–V solar cells is acceptable for con-
centrations above 400 suns, concentrator PV systems with III–V solar cell are used
for power generation on earth. GaAs is a commonly used material in multi-junction
solar cells of solar panels, especially for concentrating solar power. Figure 11a
shows the structure of a GaInP/GaAs/Ge solar cell with a germanium substrate.
Three solar cells with different band gaps are fabricated on the substrate by metal
organic chemical vapor deposition (MOCVD). The thickness of the solar cell is
<5 μm. Figure 11b shows the structure of the concentrator module [14]. The solar
cell is fixed on a heat spreader with electric contacts. The sunlight is concentrated
by Fresnel lenses and a tubular enclosure, which is a secondary concentrator, and is
focused on the solar cell. Table 8 displays the main components of a concentrator

Fig. 11 a Structure of a GaAs solar cell, b structure of a concentrator PV module

Table 8 The components
of a GaAs PV module

Components Quantities

Weight (kg) Ratio (wt%)

Fresnel lenses 46 16.2

Solar cell *0.01 0.004

Support system 239 83.8

Total 285 100

Example: uModule (Arzon Solar LLC.)
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PV module with GaInP/GaAs/Ge solar cells. The example is the uModule, fabri-
cated by Arzon Solar LCC., which is the world leading designer and manufacturer
of commercial CPV systems. The module size is 511 cm in length and 216 cm in
width and the total weight is 285 kg. The Fresnel lenses are usually constructed
from poly-methyl-methacrylate (PMMA) and their weight is 46 kg. The number of
solar cells in the module is 360. Because the size of the solar cells is so small, their
total weight is only 0.01 kg (including the substrate) whereas 83.8 wt% of the PV
module is contributed by the support system, which includes the cell compartment
and shield.

3.5 CIGS PV Modules

CIGS is a I-III-VI2 semiconductor material with high light absorption [15]. Like
other thin-film solar cells, CIGS is advantageous because it can be deposited on
flexible substrates. The other advantages of CIGS include high-temperature toler-
ance, good performance under low light intensities, light soaking effects, and
shadow tolerance. It is manufactured by depositing a thin layer of copper, indium,
gallium, and selenium on a glass substrate or stainless steel. The current market
leader is Solar Frontier K.K., Japan. Figure 12 shows the structure of a CIGS PV
module fabricated by Solar Frontier K.K. The fabrication process begins with the
base electrode (Mo) formation on the glass substrate by sputtering. The absorber
layer is fabricated by the selenization of sputtered metallic precursors, copper,
gallium, and indium on the base electrode. The ZnS buffer layer is formed by
chemical bath deposition. The TCO layer, which is boron-doped zinc oxide (BZO),

Fig. 12 Structure of a
CIGS PV module
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is deposited by MOCVD. The thickness of a CIGS solar cell is only 1–2 μm.
Because the CIGS module can be integrated by laser scribing, no ribbon is needed.
After the solar cell fabrication, the front side is encapsulated in EVA and another
glass plate. Table 9 displays the main components of a CIGS PV module. Because
the module is bifacial, 84 wt% corresponds to the glass plate whereas the solar cells
only contribute 0.1 wt%.

Solar Frontier K.K is a typical company that produces CIGS PV modules.
Table 10 lists the PV power installations constructed by Solar Frontier K.K. Until
2015, more than 2 GW of PV power was installed and some solar power plants are
still under construction. The biggest power plate, with a capacity of 82.5 MW, is
located in California, USA.

Table 9 The components
of a CIGS PV module

Components Quantities

Weight (kg) Ratio (wt%)

Glass plate 16.8 84.0

Solar cell *0.02 0.1

EVA 0.5 2.5

Junction box 0.3 1.5

Aluminum frame 2.4 12

Total 15 100

Example: CIS PV panel (Solar Frontier)

Table 10 The PV power
installations constructed
by Solar Frontier K.K

Country Location Capacity (MW)

USA California 82.5

USA North Carolina 26a

Mexico Cerro Prieto 1.5

France Bessan 4.19

Spain Almeria 1

Germany Bochow 28.8

Germany Eberswalde 5

Germany Wildflecken 0.55

Germany Kolitzheim 0.55

Germany Hamburg 0.51

Germany Schwabach 0.34

Saudi Arabia Dhahran 10.5

Thailand Phetchabun 3.3

Japan Kansai International Airport 11.6

Japan Niigata 1
aUnder construction
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4 Recycling Process

For PV module recycling, appropriate separation, and purification methods are
necessary. A PV module contains more than one component and sometimes dif-
ferent components combine as alloys or compounds. Therefore, the PV module
recycling process usually includes several separation processes, such as physical or
chemical treatments. In Sect. 4, the different recycling processes used for different
PV module types are discussed.

4.1 Recycling of Crystalline Silicon PV Modules

The fabrication process of crystalline silicon PV modules consists of: ingot growth,
wafer slicing, solar cell fabricating, and module encapsulation. During the pro-
duction steps from ingot to wafer, approximately 68 % of silicon feedstock is lost in
the form of silicon-containing waste [16]. The recycling of silicon-containing
waste, such as top, tail, edge, pot scrap, and broken wafer, is a mature technology.
Even kerf-loss waste produced during wafer slicing can be recycled by physical and
chemical methods [17, 18]. These recycling methods are not complicated because
the composition of silicon-containing waste is simple. The major component of the
waste is silicon with purity higher than 99 %. The only task is to remove the metal
impurities. The recycling of silicon PV modules is more complicated because they
consist of several components: solar cells, ribbon, glass, EVA, and back sheet.

The recycling method for crystalline silicon PV modules has several steps; the
most difficult one is the removal of the encapsulated material. The solar cells inside
the module are attached with EVA and the back sheet and they are not easily
detachable from the module. Some separation methods have been suggested to
detach the solar cells from the EVA. A chemical treatment step has been proposed
for the decomposition of the EVA. Figure 13 shows the dissolution of the EVA and
the back sheet in organic solvent [19]. However, processing time is an issue with
this technique. The size of commercial modules is 180 cm in width and 120 cm in
length. Dipping a module in a chemical solution requires several days or weeks to
allow the chemical to penetrate the entire module and dissolve the EVA. Therefore,
it is not suitable for large-sized modules. Regarding recycling capacity, the heat
decomposition method is more suitable [20]. After removing the aluminum frame,
the residual parts of the module are the glass plate, solar cells, EVA, and back sheet.
The melting temperatures of the glass plate, solar cell, and ribbon are 800, 1420,
and 700 °C, respectively. The cracking temperature of the EVA and the back sheet
is in the range of 250–450 °C. Therefore, heating the module inside a furnace above
500 °C can burn out the EVA and back sheet. The remaining parts after heat
decomposition are the glass plate, solar cells, and ribbons, as shown in Fig. 14.

Figure 15 shows the recycling process for crystalline silicon PV modules. First,
the junction box and aluminum frame are disassembled from the module. After heat
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decomposition, the glass plate, solar cells, and ribbons can be separated. Broken
glass and broken solar cells are sorted manually. This glass is clean because the
temperature inside the furnace is not sufficiently high to diffuse impurities into the
glass plate. Therefore, the glass can be reused for other products or be remelted to
create a new glass plate for PV module application.

The components of a crystalline silicon solar cell are a silicon layer with different
doping types, a conductive metal layer, and an antireflection coating layer (ARC).

Fig. 13 Dissolution of EVA by organic solvent [19]

Fig. 14 Residual components of silicon module after heat decomposition
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For the decomposition of the solar cell, several chemical treatment steps are
required. First, the solar cell is immersed in a hydrochloric acid solution and the
aluminum rear conductive layer is decomposed. By collecting and filtrating the
hydrochloric acid solution, an aluminum mud is obtained, which can be reused for
steel refining applications. In the second step, the solar cell is dipped in a hydro-
fluoric acid solution to remove the ARC layer. The ARC layer is composed of
silicon nitride (SiNx) or, in some cases, silicon oxide (SiOx), which are dissoluble in
hydrofluoric acid solutions. Subsequently, the silver grid peels off from the solar
cell surface. After the silver grid is collected and remelted at 980 °C, a piece of
silver can be obtained. Silver is a valuable material and is widely used in the
industry. After HF dipping, the remaining material is silicon with a p-n junction.
The emitter layer on the silicon can be removed by acid etching or alkali etching;
high-purity silicon material can be obtained after the final etching step [21].
However, considering the cost of the process and the price of silicon, using the
silicon with the p-n junction in steel refining applications without the additional
chemical etching step is more sensible [22].

The ribbon is obtained with high-temperature treatment and can be recycled. The
ribbon is made of high-purity copper, with a skin of lead-tin alloy. The copper, lead,
and tin can be separated by a refining process and provide high-purity raw materials.

4.2 Recycling of Noncrystalline Silicon PV Modules

The recycling method for silicon thin-film PV modules is simpler than that used for
crystalline silicon PV modules. Figure 16 shows the recycling process of silicon
thin-film PV modules. First, the junction box and aluminum frame are disassembled

Fig. 15 The recycling process for crystalline silicon PV modules
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from the module. The EVA and back sheet can be removed by heat decomposition.
Because the solar cells are positioned directly on the glass when they are fabricated,
the glass plate and solar cells are attached and cannot be separated in the heat
decomposition step. Because the silicon thin-film solar cell is composed of
microcrystalline or amorphous silicon, the acid solution can etch and remove the
solar cells from the glass. After filtration, the glass can be recovered. The residual
solution obtained from the filtration step contains metal ions. The metal solution can
be refined by hydrometallurgical treatment and the metal can be recovered.

4.3 Recycling of CdTe PV Modules

Recycling is a necessary process for CdTe PV modules because cadmium is an
environmental hazard. If a CdTe PV module is abandoned on the ground or buried
underground, the leakage of cadmium may pollute the environment and cause
biohazard problems. Figure 17 shows a possible recycling process for CdTe PV
modules. The CdTe PV module uses two glass plates for encapsulation, which
makes the burn out of the EVA compressed between the two glass plates difficult.
On the other hand, the low vapor pressure of cadmium introduces the risk of losing
the cadmium because of evaporation. Therefore, decomposing the EVA by
chemical treatment is a better choice than thermal treatment. First, the junction box
is disassembled from the module. The module is crushed into small pieces by a
hammer mill. For a CdTe PV module, the contributing weight of glass and EVA is
94 wt% and *3 wt%, respectively. Therefore, sieving out the EVA flakes from the

Fig. 16 The recycling process for silicon thin-film PV modules
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crushed module is suggested. Chemical etching removes the solar cell material from
the surface of the glass. A precipitation step separates the chemical solution and the
glass and the glass is recovered. Hydrometallurgical treatment can recover the
cadmium and tellurium [23, 24].

In the hydrometallurgical treatment, sulfuric acid and peroxide are used to etch
the CdTe. The chemical reactions are [25]:

CdTe sð Þ þ 3H2SO4 þ 3H2O2 ! CdSO4 aqð Þ þTeðSO4Þ2ðaqÞ þ 6H2O ð1Þ

CdSðsÞ þH2SO4 þH2O2 ! CdSO4ðaqÞ þ SðsÞ þ 2H2O ð2Þ

A leaching step can remove the sulfur. The cadmium and tellurium dissolve in
the solution. Adding caustic solution, such as sodium carbonate, to adjust the PH
value can make the cadmium and tellurium precipitate [26].

CdSO4ðaqÞ þNa2CO3ðsÞ ! CdCO3ðsÞ þNa2SO4ðaqÞ ð3Þ

Te SO4ð Þ2ðaqÞ þ 2Na2CO3ðsÞ ! TeO2ðsÞ þ 2Na2SO4ðaqÞ þCO2ðgÞ ð4Þ

After filtration, the CdCO3 and TeO2 can be collected and reduced in a hydrogen
furnace to regenerate CdTe [27]:

CdCO3 þTeO2 þ 3H2 ! CdþTeþCO2 þ 3H2O ð5Þ

CdþTe ! CdTe ðin N2 at � 500 �CÞ ð6Þ

Fig. 17 The recycling process for CdTe PV modules
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Another method exists for the recovery of the tellurium. TeO2 can dissolve in the
alkaline solution and be separated from CdCO3. High-purity tellurium can be
obtained by electrowinning [26].

TeO2ðsÞ þ 2KOH ! K2TeO3ðaqÞ þH2O ð7Þ

K2TeO3ðaqÞ þ 4e� þH2O ! TeðsÞ þ 2KOHþO2 ð8Þ

First Solar Inc. is the typical company to that produce CdTe PV modules. They
have established a recycling system to recover the materials from end-of-life
CdTd PV modules. Figure 18 shows the recycling process of First Solar Inc. [27],
in which 95 % of the semiconductor materials and 90 % of the glass can be
recovered and reused in new PV modules.

4.4 Recycling of III–V PV Modules

In this subsection, the recycling process of concentrator PV modules is discussed.
Figure 19 shows the assembly drawing of a concentrator PV module. The displayed

Fig. 18 The CdTe PV module recycling process of First Solar Inc. [27]
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components are mechanically assembled to create the module. To recycle an end-of-
life concentrator PV module, all units of the module are disassembled. Figure 20
shows the recycling process of a concentrator PV module. The support structure,
module housing, and secondary concentrator are made of alloy. They can be directly
reused in new concentrator PV modules. The Fresnel lens can be reused if it is still in
a useable condition. If the Fresnel lens is damaged, it can be recovered by crushing
and pyrolysis. The Fresnel lens is constructed from PMMA, which is a type of
thermoplastic material. PMMA can melt at a temperature higher than 160 °C and be
shaped into other forms for application. Another recovery process is depolymer-
ization [28]. PMMA can be depolymerized by contact with molten lead at approx-
imately 500 °C. The methyl methacrylate (MMA) monomer can be obtained with a
purity of more than 98 %. GaAs solar cells are fabricated by MOCVD on germa-
nium substrates. A chemical treatment, etching with an acid solution, can remove the
solar cell layers from the substrate. The obtained germanium substrate can be refined
to high purity and recovered.

Fig. 19 The concentrator PV module assembly drawing

Fig. 20 The recycling process for concentrator PV modules
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In hydrometallurgical treatment, nitric acid can be used to etch the solar cell
layer. The chemical reactions are [29]:

2GaAsþ 8HNO3 þH2O ! 2GaðNO3Þ3 þ 2NO2 þAs2O3 þ 5H2 ð9Þ

Gallium and indium are rare elements and must be recovered. Gallium and indium
compounds can be separated by precipitation, extraction, or ion exchange. After
extracting these compounds, an electrowinning process can refine the gallium and
indium to high purity. Arsenic is poisonous and constitutes a biohazard; however,
treatment with an arsenic-containing solution is necessary. The arsenic-containing
solution reacts with SO2 gas and As2O3 is extracted from the reduction solution.

4.5 Recycling of CIGS PV Modules

The CIGS solar cell contains four elements: copper, indium, gallium, and selenium.
Indium and gallium are rare elements and must be recovered for reuse. Figure 21
shows the recycling process for a CIGS PV module. First, the junction box and
aluminum frame are disassembled from the module. The encapsulation material
used in CIGS PV modules is EVA, which can decompose under high-temperature
treatment. However, a heat decomposition process is not recommended because the
vapor pressure of selenium can be as high as 10 kPa at the thermal decomposition
temperature of EVA, 500 °C. The sublimation of selenium involves environmental
pollution issues. Therefore, the temperature of the recycling process must be kept as
low as possible. Decomposing the EVA by chemical treatment is a better choice
than thermal treatment. The CIGS module can be crushed into small pieces by a
hammer mill and the EVA flakes sieved out from the crushed module. Chemical

Fig. 21 The recycling process for CIGS PV modules
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etching removes the solar cell material from the surface of the glass. A precipitation
step separates the chemical solution and the glass and the glass is recovered.
Hydrometallurgical treatment can recover the metal from the chemical solution
[30–32].

5 Benefits of PV Module Recycling

There are two purposes for recycling end-of-life PV modules: (1) reduce the pro-
cessing cost by recovering the valuable materials, (2) reduce the environmental
effects from toxic waste [33–36]. Table 11 shows the typical elements inside the PV
module.

5.1 Valuable Materials

5.1.1 Gallium, 31Ga

Gallium is a byproduct of aluminum and zinc processing [37]. Most gallium is
extracted from the crude aluminum hydroxide solution of the Bayer process, which
is used for producing alumina and aluminum. The abundance of gallium in the

Table 11 The typical elements of PV module

Element Purpose Price (USD/kg) 2014 World production
(metric ton)Past 5 years 2015

Cadmium CdTe 1.0–4.5 1.0–1.9 22,200

Aluminum Frame, Electrode 1.5–2.8 1.5–1.9 49,300,000

Lead Ribbon 1.6–2.9 1.6–2.2 5,460,000

Zinc CIGS, TCO 1.6–2.6 1.6–2.4 13,300,000

Arsenic GaAs 1.6–2.1 1.7–2.1 46,000

Copper Ribbon, CIGS 4.8–10 4.8–6.4 18,700,000

Molybdenum Electrode 8.5–39 8.5–20 266,000

Tin Ribbon, TCO 14–33 14–19 296,000

Silicon Substrate 18–75 18–20 250,000

Selenium CIGS 32–166 32–51 2800

Tellurium CdTe 100–349 100–127 300

Gallium GaAs, CIGS 205–1075 205–240 170

Indium CIGS, InGaP 390–830 390–705 820

Silver Electrode 506–1620 512–649 26,100

Germanium Substrate 925–2000 1800–1920 165
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Earth’s crust is 19 ppmw, which is much higher than that of the rare element indium
(0.25 ppmw). Because of the high cost of the extraction process, gallium is
expensive. In 2014, the global production of refined gallium was 170 metric tons
[38]. Gallium is widely used in electronic components, including integrated circuits
and optoelectronics, such as laser diodes and light-emitting diodes (LEDs). In PV
applications, it is the major component of GaAs concentrator solar cells and it is
used in the GaInP top cell and the GaAs middle cell. The absorber layer of a CIGS
solar cell also contains gallium. In 2015, the price of gallium is 205–240 USD/kg
(Fig. 22).

5.1.2 Indium, 49In

Indium is a rare element with an abundance of only 0.25 ppmw in the Earth’s crust.
Indium is produced by leaching from slag and dust generated during zinc pro-
duction [37]. In 2014, the global production of indium was 820 metric tons [38].
Indium is widely used in thin-film applications. Indium oxide and indium tin oxide
are used as transparent conductive coatings applied to glass substrates in the con-
struction of electroluminescent panels. Other applications of indium include LEDs,
laser diodes, vacuum seal alloys, thermal conductors used in cryogenics, and
ultra-high vacuum applications. In PV applications, indium is mainly employed in
TCOs. In GaAs concentrator solar cells, indium is used in the GaInP top cell and
the GaAs middle cell. The absorber layer of CIGS solar cells also contains indium.
In 2015, the price of indium is 390–520 USD/kg (Fig. 23).

Fig. 22 The price and global production of gallium
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5.1.3 Silver, 47Ag

Silver is a precious metal. The abundance of silver in the Earth’s crust is only 0.075
ppmw. Silver is produced as a byproduct of the electrolytic refining of copper,
nickel, gold, and zinc [37]. It can be also produced by the Parkes process, which is a
pyrometallurgical method for extracting silver from lead. In 2014, the global pro-
duction of silver was 26,100 metric tons [38]. Silver is an important material for
currency. Other applications include jewelry, silverware, air conditioners, water
purification, dental fillings, photography, and electrical and electronic products.
In PV applications, large quantities of silver are used as a conductive paste. For
crystalline Si solar cell fabrication, the electrode material is silver because of its
good electrical conductivity. Metallization pastes containing silver are the most
expensive non-silicon materials used in crystalline Si solar cell fabrication. The cost
of silver present in a solar cell is about 5.8 cents (1.3 cents/Wp). This means that
each solar cell contains 0.13 g silver and there are 9.36 g silver inside a module
containing 6 × 12 cells. The recycling of silver is the most beneficial stage of
crystalline Si PV module recycling. The price of silver is 512–649 USD/kg in 2015
(Fig. 24).

5.1.4 Germanium, 32Ge

Germanium is very expensive owing to the shortage of raw materials and the
complexity of its recovery and refinement [37]. The abundance of germanium in the
Earth’s crust is 1.5 ppmw. Germanium is recovered as a byproduct from sphalerite
zinc ores. Another source of germanium is fly ash from coal power plants. In 2014,
the global production of germanium was 165 metric tons [38]. The major end uses

Fig. 23 The price and global production of indium
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for germanium are fiber-optic systems, infrared optics, polymerization catalysts,
electronics, and PVs. Other applications include phosphors, metallurgy, and
chemotherapy. In PV applications, germanium is used as the substrate for GaAs
concentrator solar cells. The price of germanium in 2015 is 1800–1920 USD/kg
(Fig. 25).

Fig. 24 The price and global production of silver

Fig. 25 The price and global production of germanium
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5.2 Environmental Effects

5.2.1 Cadmium, 48Cd

Cadmium is a toxic heavy metal that occurs naturally in the Earth’s crust [37]. It is
usually in the form of a mineral, combined with other elements. Cadmium is a
common impurity in zinc ores. Most cadmium is extracted from zinc by vacuum
distillation. The abundance of cadmium in the Earth’s crust is 0.15 ppmw. In 2014,
the global production of refined cadmium was 22,200 metric tons [38]. Cadmium is
a common material for industrial usage, such as in batteries, pigments, plastics, and
electroplatings. In PV applications, the major component of CdTe solar cells is
cadmium. The price of cadmium in 2015 is 1–1.9 USD/kg.

Cadmium can enter the soil, water, and air from waste. Cadmium binds strongly
to soil particles and does not breakdown in the environment. Organisms receive
cadmium from the environment. The United States Department of Health and
Human Services (DHHS) and the International Agency for Research on Cancer
(IARC) have determined that cadmium and cadmium compounds are human car-
cinogens. Acute exposure to cadmium causes lung inflammation and chronic
exposure induces lung cancer, osteomalacia, and proteinuria. The United States
Environmental Protection Agency (EPA) determined that cadmium is a possible
human carcinogen. The pollution limits and soil loading rates are regulated by the
EPA [39]. The Ceiling Concentration Limit (CCL) for land-applied biosolids of
cadmium is 85 mg/kg. The pollutant concentration limit (PCL) of cadmium is
39 mg/kg. The maximum contaminant level (MCL) of water is 0.005 mg/L, which
is the highest level of a contaminant that is allowed in drinking water. The weight of
cadmium in one CdTe PV module is approximately 15 g. If an end-of-life CdTe PV
module is buried in the soil, 385 kg of soil will be contaminated and cannot be land
applied and 3000 tons of drinking water will be contaminated and undrinkable.
Therefore, the recycling of cadmium is necessary.

5.2.2 Arsenic, 33As

Arsenic is a toxic heavy metal and a natural element present in the Earth’s crust
[37]. In minerals, arsenic usually occurs in conjunction with sulfur and metals, and
it can also exist as a pure elemental crystal. Most arsenic is obtained as a byproduct
from the smelting of copper, lead, or gold ores. The abundance of arsenic in the
Earth’s crust is 1.8 ppmw. In 2014, the global production of refined arsenic was
46,000 metric tons [38]. The applications of arsenic include wood preservatives,
agricultural insecticides, pesticides, herbicides, cotton desiccants, feed additives for
poultry, and medicines. In PV applications, arsenic is used to fabricate GaAs solar
cells. The price of arsenic in 2015 is 1.7–2.1 USD/kg.

Arsenic can enter the soil, water, and air from waste and cannot breakdown in
the environment. Arsenic compounds can dissolve in water and ultimately result in
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the soil or in sediments. The DHHS, IARC, and EPA have determined that inor-
ganic arsenic is a known human carcinogen. Acute exposure to arsenic causes
nausea, vomiting, diarrhea, encephalopathy, multi-organ effects, arrhythmia, and
painful neuropathy. Chronic exposure to arsenic causes diabetes, hypopigmenta-
tion, hyperkeratosis, and cancer. The pollution limits and soil loading rates for
arsenic are regulated by the EPA [39]. The CCL for land-applied biosolids of
arsenic is 75 mg/kg, the PCL of arsenic is 41 mg/kg, and the MCL of drinking
water is 0.01 mg/L. The weight of arsenic in one GaAs concentrator PV module is
approximately 0.1 g. This amount can contaminate 10 tons of drinking water and
make it undrinkable. Although the amount of arsenic in one waste module is small,
the recycling of arsenic must be performed based on environmental considerations.

5.2.3 Lead, 82Pb

Lead is a toxic heavy metal that is extensively abundant in ores [37]. Galena, which
contains an average of 5–60 % lead, is the most important lead mineral. The main
method for the production of lead from ores is the sintering reduction process. The
abundance of lead in the Earth’s crust is 14 ppmw. In 2014, the global production
of refined lead was 5,460,000 metric tons [38]. The applications of lead include
building construction, lead-acid batteries, bullets and ammunition weights, fusible
alloys, electrodes for electrolysis, and radiation shielding. Lead has been used in the
solder for electronics for a long time. Regarding PV applications, the ribbon used
inside the solar cell module is copper with a lead-tin skin. The silver paste used in
the metallization process for crystalline silicon solar cells usually contains lead
oxide. The price of lead in 2015 is 1.6–2.2 USD/kg.

Lead can enter the soil, water, and air from waste. Once lead enters the soil, it is
usually attached to soil particles. The DHHS, IARC, and EPA have determined that
inorganic lead and lead compounds are known human carcinogens. Acute exposure
to lead causes brain dysfunction, nausea, and vomiting and chronic exposure
induces anemia, encephalopathy, palsy, and nephropathy. The pollution limits and
soil loading rates for lead are regulated by the EPA [39]. The CCL for land-applied
biosolids of lead is 840 mg/kg, the PCL of lead is 300 mg/kg, and the MCL of
drinking water is 0.015 mg/L. The weight of lead in one crystalline silicon PV
module is approximately 40 g. Without recycling, lead waste can cause 130 kg of
land contamination and render 2700 tons of drinking water contaminated and
undrinkable.

5.2.4 Toxic Gas

In the recycling process of some types of PV modules, heat decomposition is
chosen for removing the EVA and back sheet. EVA is the copolymer of ethylene
and vinyl acetate. The chemical formula of EVA is (C2H4)n(C4H6O2)m, which is
composed only of carbon, hydrogen, and oxygen. The burning of EVA produces a
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large amount of steam and carbon dioxide, which is an important greenhouse gas
[40]. The incomplete combustion of EVA generates carbon monoxide and acetic
acid. Carbon monoxide is a highly toxic gas for the human body whereas acetic
acid is corrosive and can harm the skin.

Polyvinyl fluoride (PVF) is the most commonly used back sheet material for PV
module encapsulation. The chemical formula of PVF is (C2H3F)n, which is com-
posed of carbon, hydrogen, and fluorine. The burning of PVF produces carbon
dioxide, steam, and hydrofluoric acid [41]; the latter is a highly corrosive chemical
and poison. In high temperature, hydrofluoric acid vapor is dangerous and must be
handled very carefully. Fluoride plastics have good thermal resistance and burn
very slowly. The intermediates of PVF during thermal decomposition include
methane, ethane, propane, butane, ethylene, and benzene. Benzene is a human
carcinogen and benzene exposure causes bone marrow failure.

6 Summary

The production and installation of a large number of PV modules worldwide
requires that the recycling and recovery of PV modules must be considered. Solar
technology is a clean energy regarding energy production, but it can produce a large
amount of waste at the end of its life. The recycling of PV modules has been proven
to be feasible. Valuable materials and rare elements can be recovered after refining.
The toxic and harmful materials must be separated and properly managed. Most PV
modules are installed in Europe and America; thus, most PV waste will also appear
in these areas. In Europe, the association “PV Cycle” was established in 2008 and
offers a network of PV waste collection and recycling solutions. While developing
green energy, the protection of the environment should also be considered.
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